
distortion therefore explains the magnetoelectric coupling. Appli-
cation of the electric field transfers the sample into a single-domain
state with maximum field D for which transition into the P63cm
phase leads to the largest possible energy gain from HME ¼ âDB:
According to ref. 13 and Fig. 4a up to 40% (Ho3þ: 3–4mB) of the
rare-earth spins are ordered. The increase defining THo in Figs 2a
and 4 is due to Ho3þ–Ho3þ exchange in the x–y plane which
complements the Ho3þ–Mn3þ interaction.

Transition into the magnetoelectric P63cm phase corresponds to
modification of the inter-planar Mn3þ–Mn3þ exchange paths
stabilizing the three-dimensional magnetic order. With the Mn3þ

ions at x¼ 1
3a; the inter-planar Mn3þ–Mn3þ exchange is nearly

perfectly frustrated. Frustration is overcome by the,2% movement
of the Mn3þ ions revealed in Figs 1 and 4b. Depending on the shift
being positive or negative, either the exchange path favouring
formation of the 63 axis (above THo at E ¼ 0) or the exchange
path favouring formation of the 63 axis (below THo at E ¼ 0 and
below TN at E ¼ ^E0) is strengthened. Figure 4c shows that the
electric dipole moment is modified along with the magnetic
transition which is another manifestation of magnetoelectric inter-
action on the microscopic scale.

Thus we have observed how multifold magnetic ordering in
HoMnO3 is controlled by a static electric field. Ferromagnetic
Ho3þ ordering is deliberately activated or deactivated, and
the ferromagnetic component is controlled by the sign of the
electric field. The driving mechanism for phase control are micro-
scopic magnetoelectric interactions originating in the interplay of
Ho3þ–Mn3þ interaction and ferroelectric distortion. With their
potential for giant magnetoelectric effects, magnetic ferroelectrics
are most favourable for technological applications of magneto-
electric switching, which is reflected by the current push for novel
compounds and concepts to understand this class of materials27,28.
On the basis of the work presented here, promising candidates for
controlled magnetoelectric switching10 are compounds with elec-
tronic states close to the ground state which are energetically
lowered by magnetoelectric contributions in an applied electric or
magnetic field. Therefore frustrated systems or systems in the
vicinity of phase boundaries or quantum critical points29 are
prime candidates for magnetic phase control by an electric field
or vice versa. A
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Phase separation in liquid mixtures is mainly controlled by
temperature and pressure, but can also be influenced by gravita-
tional, magnetic or electric fields. However, the weak coupling
between such fields and concentration fluctuations limits this
effect to extreme conditions1–3. For example, mixing induced by
uniform electric fields is detectable only at temperatures that are
within a few hundredths of degree or less of the phase transition
temperature of the system being studied4–7. Here we predict and
demonstrate that electric fields can control the phase separation
behaviour of mixtures of simple liquids under more practical
conditions, provided that the fields are non-uniform. By applying
a voltage of 100 V across unevenly spaced electrodes about 50 mm
apart, we can reversibly induce the demixing of paraffin and
silicone oil at 1 K above the phase transition temperature of the
mixture; when the field gradients are turned off, the mixture
becomes homogeneous again. This direct control over phase
separation behaviour depends on field intensity, with the elec-
trode geometry determining the length-scale of the effect.
We expect that this phenomenon will find a number of nano-
technological applications, particularly as it benefits from field
gradients near small conducting objects.

The driving force for separation in liquid mixtures is the
preference of constituent molecules to be in contact with their
own species8. At high temperatures, however, thermal agitation
dominates over enthalpic interactions, and mixing occurs. Figure 1a
shows the classic phase diagram of a binary mixture of two liquids,
A and B, with phase transition temperature, T t (blue curve), as a
function of the concentration of A (f; where 0 , f , 1). Above T t
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at point ‘a’, the two liquids are miscible (Fig. 1b); a quench to below
T t, to a point ‘b’, leads to creation of (say) A-rich droplets in a B-rich
continuous phase. The appearance of an interface between demixed
phases is a signature of the phase separation transition (Fig. 1c).

The effect of uniform electric fields on liquid phase separation has
attracted considerable attention in the past 50 years1,4–7,9,10. And yet,
even the question of whether the field favours mixing or demixing is
still a subject of debate5,9,11. Indeed, the shift of the transition
temperature caused by uniform fields can originate from the non-
linear dependence of dielectric constant on composition1,4 or from
thermal composition fluctuations which in turn induce local
electric field fluctuations10,11. Theories predict field induced phase
separation1,4,6,11 whereas most experiments show that uniform
electric fields favour mixing4–7. Still, even for mixtures with a
large dielectric constant mismatch, the effect is weak: the critical
temperature decreases by about 0.015 K when a field of about
4 MV m21 is applied4,7. However, and this is our starting point,
the situation is very different when the applied field is non-uniform
at a macroscopic scale. For weak fields, the mixture exhibits smooth
concentration gradients, as shown schematically in Fig. 1d. This is a
molecular analogue of the ‘dielectric rise’ effect, in which a dielectric
liquid is pulled towards a region of high electric field by a
dielectrophoretic force1,12,13. We show that when the electric field
exceeds a critical value, the composition profile changes dramati-
cally: the mixture phase separates, creating a sharp interface
(Fig. 1e). Here, demixing originates from the direct coupling
between composition and field, and, therefore, the effects are strong.
For simple non-polar liquids, demixing can be induced as far as a
few degrees above the transition temperature and with easily
accessible fields. The new displaced phase lines are shown in green
and red curves in Fig. 1a, for two different field amplitudes. The
electric field induced demixing may be useful for various optical and
chemical applications—and once phase separation is produced,
external fields can drive electrohydrodynamic14 and interfacial
instabilities15,16 or electro-wetting phenomena17–19. Upon switching
off the electric field, a homogeneous mixture is recovered.

When an electric field is applied to a homogeneous non-con-
ducting mixture, the electrostatic contribution of the free energy is
given by Fes:

Fes ¼2
1

2

ð
1ðrÞE2ðrÞd3r ð1Þ

where 1 denotes the dielectric constant, and E(r) is the local field at
point r obeying the appropriate boundary conditions on the
electrodes1. In a mixture of liquids A and B with dielectric constants
1A and 1B, respectively, 1 depends on the composition of the
mixture, f(r). Local composition variations yield a spatially varying
dielectric constant, and the system tries to adjust the mixture
concentration and the local field in order to minimize the free
energy.

Within a mean field approximation, the concentration profile
f(r) and local electric field E can be found by minimizing the free
energy F ¼

Ð
f bðf;TÞd

3rþ Fes; with boundary conditions imposed
by the electrode geometry. fb(f,T) is the free-energy density in the
absence of electric field yielding the separation temperatureT t(f) as
shown in Fig. 1 (see Methods).

For arbitrary electrode geometry analytical solution is difficult.
The ‘wedge’ geometry, consisting of two flat and planar tilted
electrodes, is particularly simple and brings a useful insight (see
Fig. 2a). Indeed, for any concentration profile f(r) with azimuthal
symmetry, the electric field E is perpendicular to 71 and in
consequence the field E(r) is simply given by the solution of the
Laplace equation 7·E ¼ 0, namely, E(r) ¼ V/vr, with V being the
potential differences across the electrodes and v the opening
angle between them. This great simplification allows to find the
composition profile f(r) by solving the Euler–Lagrange equation
df b=df2 1=2ðd1=dfÞE2ðrÞ2m¼ 0; with m denoting the chemical
potential. The analysis of this equation along classical lines20 enables
us to find the displacement DTof the transition temperature by the

Figure 2Wedge-shaped model system. a, The mixture is put between two flat electrodes

with opening angle v and potential difference V. Far from the edges, the field E ¼ V /vr is

azimuthal. b, At points above the transition (for example, point ‘a’ of Fig. 1a) and for

1A . 1B, a small voltage V gives rise to a smoothly decaying profile f(r), with high f

(large 1) at r ¼ R1 and low f (small 1) at r ¼ R2, dashed curve. At the critical voltage Vc,

the composition f(R1) becomes unstable. When V . Vc a sharp transition is predicted

between high- and low-f regions, solid curve. f(r ) decays to the bulk average value at

large r, here f ¼ 0.4. We used a standard solution model for the bulk free energy fb (see

Methods section), T ¼ T t þ 0.2 8C, R2 ¼ 3R1 ¼ 30mm and other parameters as in

Fig. 1.

Figure 1 Phase diagram of a symmetric A/B liquid mixture. a, Transition temperature

T t (f) in the absence of field (blue curve) and with a non-homogeneous field in the wedge

geometry (f is the fraction of A in the mixture). The green and red curves correspond to

maximum fields of 8 and 15 Vmm21, respectively. b, At point ‘a’ above T t the mixture is

homogeneous. c, At point ‘b’ below T t the mixture phase separates. Green colour denotes

B liquid, blue is A. d, Above T t, a small field gradient induces a small concentration

gradient. e, Above T t , a large field gradient provokes phase separation. We used

1A 2 1B ¼ 5, ›21/›f 2 ¼ 5, v0 ¼ 3 £ 10227 m3 and scaled the critical temperature

to be 80 8C.
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above non-homogeneous field:

DT <
v0

kB

1

8p

1
0

f2fc

����
���� V

vR1

� �2

ð2Þ

Here kB is the Boltzmann constant, v0 the liquid molecular volume,
f c the critical composition and 1

0 < 1A 2 1B the derivative of the
dielectric constant 1(f) with respect to composition taken at f c. In
equation (2), r ¼ R1 is the position of the inner edge of the wedge
(Fig. 2a) where the field is strongest. The transition temperature is
thus shifted upwards in the phase diagram (field provokes demix-
ing) and DT is proportional to 1

0 (Fig. 1a). The estimate, equation
(2), is valid for compositions f such that T t(f) þ DT # T c. At
compositions f closer to f c, phase separation occurs at the critical
temperature T c (or just slightly above it when the nonlinear
dependence of 1 on f plays some role).

The change in T t by non-uniform fields is large even for mixtures
with a weak dielectric constant mismatch, 1A 2 1B < 1. An esti-
mate with voltage V ¼ 100 V, small feature size R1 ¼ 10 mm, v ¼ 1
and f ¼ 0.4 (jf 2 f cj < 0.1) yields an upward shift of about
DT < 0.2 8C. Larger dielectric contrast 1

0
or smaller distance from

the critical composition results in correspondingly larger DT.
The phase separation by a non-uniform field is much stronger

than the effect of a uniform field. In a uniform field E0, it can be
shown within the same approximations that DT is given by DT <

1
16p ðv0=kBÞ1

00E2
0 (ref. 1). This shift is proportional to the second

derivative of dielectric constant with respect to the composition 1
00

and relies on second-order coupling of electric field and compo-
sition variations. Typically 1

00 < 1
0
, and the shift DT in uniform

field is about 10 to 50 times smaller than that in non-uniform fields,
equation (2). We recall, however, that experimentally for liquid
mixtures uniform field causes mixing rather than phase separation.

A useful insight into field-induced separation is gained by
analysing the evolution of the composition profile for the wedge
electrode geometry. When 1

0
¼ 1A 2 1B . 0 and for low voltage V,

the composition f(R1) at the inner edge is higher than f(R2) at the
outer edge, and the profile f(r) is a smoothly decaying function of r
(Fig. 2b, dashed curve). However, at a given temperature T # T c,
there exists a threshold voltage V c where the behaviour changes
markedly. Referring to Fig. 1, the composition f(R1) becomes
unstable when it crosses the transition curve T t(f), and separation
occurs. An interface between A-rich (high 1) and B-rich (low 1)
regions appears at r ¼ R (Fig. 2b, solid curve). The concentration
profile then exhibits a sharp jump even though the field, E(r) ¼ V/
vr, still varies smoothly. When the voltage difference V increases, the
interface moves towards the outer edge. From equation (2), the
critical voltage V c necessary to produce phase separation scales as
V c < (T 2 T t)

1/2.
To test the above predictions, we used the experimental set-up

shown in Fig. 3a. We chose to work with razor-shaped electrodes
with sharp edges in order to take advantage of the large field
gradients present in such a geometry. Figure 3b shows typical
concentration profiles calculated by numerical minimization of
the total free energy for voltage above the threshold. Two interfaces
parallel to each electrode should appear in the region close to the
electrode edge. Raising the field (voltage) should displace the
interfaces farther from the electrode edge, and should also increase
the composition difference between coexisting phases. Lowering the
temperature towards T t while keeping the voltage fixed has a similar
effect. As shown in Fig. 3c the threshold voltage V c and the field at
the electrode tips are expected to be low (below the dielectric
breakdown) even for temperatures well above T t .

We worked with two liquid pairs: a mixture of an aromatic
silicone oil (polymethylphenylsiloxane) and a low-molecular-mass

Figure 4 Temperature and voltage dependence of phase separation. a, The mixture is in

the homogeneous state at T ¼ T t þ 0.1 8C, and no voltage is applied. b, At

T ¼ T t 2 0.3 8C, isotropic phase separation occurs, in which drops begin to grow until

macro-phase separation. c, At T ¼ T t þ 0.2 8C and V ¼ 200 V, a silicone-rich channel

appears along the electrode edges. d, Width w of silicone-rich phase close to the edge of

the electrodes, plotted as a function of applied voltage V, for temperatures 0.1 (diamonds),

0.3 (squares), 0.5 (circles) and 1 (triangles) 8C above T t. Symbols are experimental data,

while solid lines are results of numerical calculation (see Methods section). Error bars

correspond to the scatter of three different measurements.

Figure 3 Phase separation with razor-blade electrodes. a, Two parts of the bottom glass

substrate are coated with a conducting indium tin oxide layer, connected to opposite

voltage terminals. The silicone/paraffin mixture between the substrate and the top glass is

observed using an optical phase-contrast microscope. b, Predicted composition profile

f(r ) in the x 2 z plane numerically obtained for V ¼ 150 V above the threshold. Black

lines indicate the two flat electrodes. The silicone-rich phase appears close to the

electrode edge, while the paraffin-rich phase is farther away. Here f ¼ 0.45,

v0 ¼ 3 £ 10227 m23 and T 2 Tt ¼ 0.2 8C. c, Plot of Vc(T ) for T . Tt. Straight green

line (slope 0.5) is model calculation, while points are experimental values with best fit

slope 0.7 ^ 0.15. Error bars correspond to uncertainty in extrapolation in Fig. 4d.
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paraffin oil (squalane), and a mixture of low-molecular-mass
polydimethylsiloxane and polyisobutylene. We chose these systems
because they are non-volatile, non-polar and have a good electric
breakdown resistance. We were able to observe electric field induced
demixing in both systems despite their modest dielectric constant
mismatch.

Below T t, phase separation is visible across the whole specimen
(Fig. 4b). There is no preferential nucleation or wetting at the
electrodes. Experiments with the electric field were performed at
temperatures above T t, namely T 2 T t ¼ 0.1, 0.3, 0.5 and 1 8C. The
influence of heating due to dielectric losses and conduction of
residual ions was verified to be negligible at the working frequencies.
Moreover, heating increases the temperature and opposes
demixing.

Phase separation occurs immediately after the electric field is
switched on, and interfaces parallel to the electrodes appear
(Fig. 4c). Demixing patterns typically evolve over 1 minute, after
which a channel of the silicone-rich phase (more polar liquid) is
formed along the electrodes’ boundaries. This nicely agrees with the
numerical calculation for this electrode geometry. When the voltage
is switched off, the mixture returns back to its homogeneous state in
4–5 min (Fig. 4a). The phase separation process is reversible and can
be repeated many times. The universal character of field induced
separation is confirmed by investigations of mixtures of polydi-
methylsiloxane and polyisobutylene and using different electrode
spacing.

The width w of the silicone domain close to the electrode edge
increases when the applied voltage is increased or when temperature
is reduced closer to T t. Figure 4d shows a plot of w as a function of
V at four temperatures. There is a good agreement between the
experimental points and the values obtained by numerically mini-
mizing the free-energy functional. The theoretical and experimental
critical voltagesV c, obtained from the extrapolation of each curve to
the w ¼ 0 axis, also agree reasonably well (Fig. 3c).

The phase separation by non-uniform electric fields is robust and,
as indicated by equation (2), can be used on many liquid mixtures
well below dielectric breakdown. This complements nicely the
gradient field induced phase transitions in colloidal suspensions21,22

and ferrofluids23. Various microfluidic or micro-electromechanical
devices could benefit from this effect. For example, a mixture of
several components flowing down a channel could be separated and
sent off in different channels. Such a separation could provide a new
way to reversibly coat the walls of the channel with a preferred
chemical species and efficiently control lubrication. Chemically
reactive systems could benefit as well, because active species could
be isolated from each other or brought together by the electric field,
thus achieving better control of reaction kinetics. Phase separation
could be also employed to create reversible electro-optic effects in
light guiding, scattering, and so on. In this work, non-uniform fields
were created by conducting electrodes. Use of holographic optical
tweezers techniques24,25 may open a new field of applications, such
as patterning and writing. In all these applications, the reversibility
of the process and the dependence on field intensity is a boon. A

Methods
Experimental
Polymethylphenylsiloxane (CAS number: 9005-12-3, Gelest PMM-0025), with a mass
average molecular weight of 3,000 g mol21 and a polydispersity index of 2.4, and squalane
(CAS number: 111-01-3, purity: 99.8%) were used without further purification.
Transparent indium tin oxide (ITO) electrodes 25 nm thick (surface resistivity: 120Q per
square) were coated on the substrate glass using Shipley SJR 5740 photoresist and
HCl/HNO3 as etchant. Observation cells were made up of the ITO-treated substrate
covered with a top glass layer. The temperature was regulated using a Mettler FP80 hot
stage, and checked to be stable within ^0.03 8C using a Pt100 probe. Before experiments,
the thickness of the empty cell was measured by varying the focus of the microscope. The
mixtures were heated about 20 8C above their cloud point temperature before being put in
the cell. The cloud point of each specimen was carefully measured through cooling cycles
of 21 8C min21 and 20.1 8C min21.

The high-voltage 1 kHz a.c. source was built from a Sefram 4430 signal generator fitted

with an 18 W audio amplifier and a standard 12 V car-engine coil. Optical observations
were carried out in phase contrast mode using a Leica DMRD microscope equipped with a
filtered (transmission maximum at 544 nm) incandescent source and Fluotar 10 £ 0.30
objective. Images were digitized using a JVC 3CCD camera and Eurocard Picolo video
board. The width w of the silicone-rich phase near the electrodes was measured from the
series of light intensity fringes in the phase contrast image, as defined in the inset of Fig. 4c.

Theoretical
The numerical calculation used in Fig. 2b, Fig. 3b and c, and Fig. 4d is obtained from a
variational principle of the total free energy F ¼ Fb þ Fes with respect to the local
concentration f and field E:

df bðfÞ

df
2

1

2

d1

df
E2 2 m¼ 0 ð3aÞ

7·ð1EÞ ¼ 0 ð3bÞ

where m is the chemical potential. The bulk free-energy density fb is given by a Landau
expansion of a standard mean-field symmetric solution model around the critical
point20,26, v0

kBT
f b ¼

1
2
T2Tc

Tc
f2 1

2

� �2
þ 4

3 f2 1
2

� �4
; where kB is the Botlzmann constant, v0 is

the molecular volume, T c is the critical temperature and f ¼ 1/2 is the critical
composition. Solutions to equations (3a) and (3b) were obtained by a combination of a
standard matrix inversion method for the Laplace equation and an iterative gradient
scheme for the concentration profile equation.
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