
Nanoscale

PAPER

Cite this: DOI: 10.1039/d0nr03897k

Received 20th May 2020,
Accepted 11th August 2020

DOI: 10.1039/d0nr03897k

rsc.li/nanoscale

Parametric study of temperature distribution in
plasmon-assisted photocatalysis†

Ieng Wai Un *a and Yonatan Sivan a,b

Recently, there has been a growing interest in the usage of mm-scale composites of plasmonic nano-

particles for enhancing the rates of chemical reactions; the effect was shown recently to be predomi-

nantly associated with the elevated temperature caused by illumination. Here, we study the dependence

of the temperature distribution on the various parameters of these samples, and provide analytic

expressions for simple cases. We show that since these systems are usually designed to absorb all the

incoming light, the temperature distribution in them is weakly-dependent on the illumination spectrum,

pulse duration, particle shape, size and density. Thus, changes in these parameters yield at most modest

quantitative changes. We also show that the temperature distribution is linearly dependent on the beam

radius and the thermal conductivity of the host. Finally, we study the sensitivity of the reaction rate to

these parameters as a function of the activation energy and show how it manifests itself in various pre-

vious experimental reports. These results would simplify the optimization of photocatalysis experiments,

as well as of other energy-related applications based on light harvesting for heat generation.

1 Introduction

Metal nanoparticles (NPs) have been studied extensively during
the last few decades because of their ability to confine and
enhance the electromagnetic field to a sub-wavelength scale.
They have found a wide variety of applications, as detailed in
some recent reviews.1,2 In addition, metal NPs have been shown
to be ideal heating nanosources when subjected to illumination
at their plasmonic resonance wavelength, a research field which
is usually referred to as thermo-plasmonics.3–5 It has led to a
wide range of emerging applications such as photo-thermal
imaging,6–8 photothermal therapy,8–11 plasmonic-heating-
induced nanofabrication,12,13 and especially those relevant for
high temperatures14,15 and energy applications such as thermo-
photovoltaics,16,17 steam generation for purification18–21 and
plasmon-assisted photocatalysis.22 The latter class of experi-
ments was shown in ref. 23–30 to be frequently (even if not
always, see ref. 31–36) driven by the elevated temperatures that
ensue from absorption of light in the metal NPs.

Due to the limited availability of high resolution thermometry
techniques (see e.g., discussion in ref. 29, 37 and 38), efforts
were dedicated to modelling the temperature distributions in the
samples. Initial studies were dedicated to the characterization
of the temperature rise near single nanoparticles under pulsed
and continuous wave (CW) illumination,4,5,39–42 including at
high intensities.43–50 These studies pointed out the impor-
tance of the plasmon resonance, and the local nature of the
heat generation from the nanoparticles (as opposed to the
(nearly uniform) temperature distribution ensuing from
macroscopic external heat sources). Some studies also showed
how the heating efficiency varies with the NP size40 and quan-
tified the relevant temporal and spatial dynamics of the
temperature4,5,39,51,52 in general. Overall, significant heating of
a single particle required relatively intense beams/pulses
which are not accessible for many potential applications.

More recent studies initiated a characterization of the col-
lective thermal response arising in the presence of a large
number of NPs.20,21,25,31,34,53,54 As it turns out, the physical
picture emerging from these studies is quite different from the
one that emerged from the initial single particle studies. In
particular, the heat that is initially generated locally at the NPs
eventually diffuses into the host and establishes a steady-state
temperature distribution in which the total heat generation
and the heat loss from the sample to the environment balance
each other. In that sense, the difference to the temperature dis-
tribution established by an external source may be typically
small. This behaviour contrasts the perception of metal NPs as
highly localized heat sources on the nano-scale.

†Electronic supplementary information (ESI) available: Steady state temperature
distribution under CW illumination (section S1), an estimate of the steady-state
ΔTtop under CW illumination (section S2), spatio-temporal evolution of the
sample temperature under a pulse train illumination (section S2), and an esti-
mate of the steady-state temperature rise ΔTtop under pulse train illumination
(section. S4). See DOI: 10.1039/D0NR03897K
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In this Article, we re-enforce this view of the temperature dis-
tribution emanating from illuminated metal NP ensembles and
deepen the related physical insights of such systems. Specifically,
as a generic example, we calculate the temperature distribution
in a typical sample used in plasmon-assisted photocatalysis
experiments. We discuss the sensitivity of the temperature rise
and its gradient to various parameters. In particular, we show
that for the optically-thick samples which are typical for light-
harvesting applications for heating purposes, the temperature
rise can be significant even for low illumination levels, and that
severe temperature gradients can develop within the samples.
We also show that under these conditions, differences related
with particle size, shape and density all make, at most, modest
quantitative changes. We further show that thermal effects are
expected to provide a shallow spectral dependence of reaction
rate enhancement, except for cases in which the sample is opti-
cally thin and/or the activation energy is high. Finally, we show
that the steady-state temperature distribution is determined by
the average illumination intensity, such that the temporal
pattern, being CW or pulsed, does not affect that distribution.

These results show that claims about the great importance
of any of these parameters, or about differences between con-
figurations (e.g., involving gas or liquid hosts, on- or off-reso-
nance illumination, pulsed or CW illumination, large or small
NPs etc.) being responsible for qualitative changes in the temp-
erature distribution and reaction rate should be taken with a
grain of salt, and better re-examined using quantitative
thermal calculations such as those described in the current
manuscript. An exception is the sensitivity to the thermal con-
ductivity of the host, which is inversely linear, as well as to the
beam radius, which is essentially linear.

For the specific application of plasmon-assisted photocata-
lysis, our study is an important step towards a better under-
standing of thermal effects in conventional photocatalytic
experiments especially when re-evaluating thermal effects in
previous studies that argued for the dominance of non-
thermal effects.23–25,29,30,55,56 On the more general level, our
work would also be instrumental in uprooting some common
misconceptions associated with the role of thermal effects in
light harvesting applications that rely on heat generation from
a large number of particles.

The paper is organized as follows. We first describe the con-
figuration and the basic assumptions of the model, and
develop the model equations for the temperature rise. We then
proceed by showing the generic temperature rise distribution
and its sensitivity to the various system parameters. Then, we
provide a discussion of the results and a comparison to pre-
vious experimental works. Finally, we conclude the paper with
a brief outlook.

2 Model and formalism

The typical samples used for plasmon-assisted photocatalysis
usually consist of a large number (∼1012–1014) of few nm
metal NPs randomly distributed within a disc-shaped porous
metal oxide of a few mm in size. Importantly, such systems are
usually designed to be optically-thick such that all the illumi-
nation energy is absorbed; the reaction rate is then enhanced
due to the elevated temperature.25

A realistic model of samples used for photocatalysis has to
take into account the thermal properties (in particular, the
thermal conductivity) of the various components of the system
– the catalyst, the solid chamber, the inner host (gas or liquid)
and outer host (usually air), the window through which the
illumination enters the sample etc. This can be done only
using high-end numerical methods, like finite element
methods, to achieve accurate temperature distribution of the
system. However, not only such simulations require expertise,
computational resources and are time-consuming, they also do
not readily provide simple insights about the underlying
physics. In particular, this includes general trends in the
dependence of the temperature distribution on the various
parameters of many-nanoparticle system and a better under-
standing of the relationship between the macroscopic tempera-
ture rise and the light absorption on the nanoscale.

Thus, in order to obtain such insights, we simplify the
system by assuming that the sample consists of identical spheri-
cal metal NPs with radius a (with dielectric permittivity εm = ε′m
+ iε″m and thermal conductivity κm) distributed in a disc shape
and immersed in a uniform host material with d being the
average inter-particle spacing of the randomly distributed NPs,
as shown in Fig. 1(a). The (effective) permittivity and thermal
conductivity of the host material (εh and κh, respectively) are
related to the volume fraction of air and oxide via the Maxwell
Garnett equation.25,57–59 As we show in ESI sections S5 and S6,†
all the trends we identify in the consequent simulations are of a
general nature, i.e., they are valid also when a realistic configur-
ation is studied using exact numerical simulations.

The NPs are heated by either a CW or a pulsed illumination
with a beam spot radius of ρb. For monochromatic CW illumi-
nation (pulsed illumination), we denote the angular frequency
(central angular frequency) by ω = 2πc/λ, where λ is the wave-
length and c is the speed of light in vacuum; the illumination
intensity (time average illumination intensity) of the laser is
denoted by Iinc (〈Iinc〉).

Under monochromatic CW illumination of low intensity,
the temperature distribution can be obtained by properly
summing the heat generated by all NPs in the system25 (see
details in ESI section S1†):

ΔT ω; rð Þ ¼

IincσabsðωÞ
4πκh

e�zi=δskinðωÞ

a
þ
X
j=i

e�zj=δskinðωÞ

rj � ri
�� ��

" #
; for NP at ri;

IincσabsðωÞ
4πκh

X
j

e�zj=δskinðωÞ

rj � r
�� �� ; for r in the host

8>>>><
>>>>:

ð1Þ
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Here, zi is the z-coordinate of the position of i-th NP, σabs is
the absorption cross-section of the NP, and δskin is the
skin (penetration) depth (equivalently, the inverse of the
absorption coefficient) experienced by the incident beam; it
can be approximated by the NP density and absorption cross-
section as:25

δskinðωÞ ¼ d 3=σabsðωÞ: ð2Þ
It has been shown54 that two distinct regimes of the temp-

erature profile can be achieved: a temperature confinement
regime where the temperature rise is confined at the vicinity of
each NP, and a temperature delocalization regime where the
temperature profile is smooth throughout the composite. The
former regime is realized only when a small number of NPs
(<103) is illuminated54 (either because the NP density is highly
dilute or because the beam size is small). In these cases, the
overall temperature rise is larger when the particle density
increases. These configurations might be useful from the
physical perspective (e.g., when attempting to identify the
origin of chemical reactions34) but are, however, of little practi-
cal relevance because they enable only limited heating.‡
However, in applications of plasmon-assisted photocatalysis,
the beam is typically wide enough and there are usually many
more NPs under the illumination. In this case, the overall
temperature rise of each NP is dominated by the contribution
from other NPs, as we shall see later. As a result, the tempera-
ture profile is almost completely smooth throughout the
sample.

3 Results
3.1 CW illumination

We consider a configuration which consisted of a Au NP
ensemble immersed in a host material with εh = 1.44 and κh =
50.3 mW (m K)−1 corresponding to porous oxide host. Initially,

we assume that the NP size has a radius of a = 6 nm, the
(average) inter-particle spacing is d = 225 nm, the thickness of
the NPs array is H = 1 mm, the NPs are illuminated at λ =
532 nm with Iinc = 80 mW cm−2 and an illumination spot area
of πρb2 = 1 cm2. We calculate the temperature distribution of
the system by a numerical solution of eqn (1). Then, we
compare the numerical solution of eqn (1) to its approxi-
mation, and also test the validity of our effective medium
approximation of the heat source.

3.1.1 Generic temperature distribution. The absorption
and scattering cross-sections of the Au NPs in the sample are
calculated by using the permittivity from ref. 60, see Fig. 1(b).
For the small NPs we are considering, one can see that σabs ≫
σsca. The domination of absorption over scattering justifies
a-posteriori the effective medium approximation§ (used in ESI
section S1†). For λ = 532 nm, the penetration (skin) depth is
δskin ≈ 0.19 mm, indeed much shorter than thickness of the
NPs array H. The results of the calculation of the temperature
rise ΔT using eqn (1) are shown in Fig. 2(b). We also use
COMSOL to simulate the temperature rise distribution in good
agreement with the numerical solution of eqn (1), see
Fig. 2(b). One can see that ΔT along the illumination direction
drops from ∼43 K to ∼30 K at a distance of ∼2 mm from the
surface, and the temperature rise on the surface facing the
light source decreases gradually from ∼43 K at the center to
25 K at the edge. The overall temperature rise is much higher
than the temperature rise in the single-particle problem
(∼10 μK) given by eqn (S4).† This indicates that the overall
temperature rise is, indeed, a many-particle effect. The temp-
erature rise at the center is higher than at the edges because
this region benefits from heat arriving from all directions,
whereas in the periphery, it arrives only from the center. This

Fig. 1 (a) A schematic of an illuminated many-nanoparticle system in which many identical spherical metal NPs with radius a are randomly distribu-
ted in a disc-shape (with D being the diameter and H being the thickness). d is the (average) inter-particle spacing between NPs and ρb is the beam
radius of the illumination. (b) The wavelength-dependence of the absorption cross-section (blue solid line) and of the scattering cross-section
(orange dashed line) of a single 6 nm radius Au NP immersed in porous oxide host.

‡ If the activation energy Ea is low, then, such systems may benefit from non-
thermal “hot” electron action, see ref. 34.

§NPs larger than 20 nm in radius give rise to significant scattering. In this case,
if the NP density is relatively low, as in this study, one can model the light inten-
sity in the catalyst sample by using the effective medium approach accounting
the multiple scattering61,62,25 or by the equation of radiative transfer.63,64,65

Either way, the exponential decay due to the absorption is not significantly
modified due to the effects of multiple scattering.61–63
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temperature nonuniformity shows that a standard normaliza-
tion of the reaction rates in photocatalysis by the catalyst mass
(as e.g., in ref. 66 and 67) can incur severe errors in evaluation
of the reaction enhancement rate, see discussion in ref. 25 and
56.

In order to test the sensitivity of the results to the exact par-
ticle positions, we compare the temperature distribution for a
periodic array and a fully random array of NPs. Specifically, we
start with a regular cubic NPs array (all other parameters are
left unchanged). Next, we move each NP in the x-, y- and
z-directions by a random amount ranging between −d/2 + a
and d/2 − a. Then, we sum the contributions from each NP
and obtain ΔTtop = 44.2 K, very close to the result of the
regular NPs array. This shows that the randomness of the
arrangement of a very large number of NPs has an insignifi-
cant effect on the overall temperature rise, thus, justifying the
effective medium approximation of the heat source.

The summation over NPs in eqn (1) can be approximated by
an equivalent integration.54 As we show in ESI section S2,†
this equivalent integration enables an approximation of the
temperature increase at the center of the top surface (the
surface facing the light source, denoted by ΔTtop hereafter)
whereby:

ΔT top � Iincρ0
2κh

1� e�H=δskinðωÞ
h i

: ð3Þ

Here, ρ0 = min(ρb, D/2) represents the radius of illuminated
NPs (see details in ESI section S2†) and H is the sample thick-
ness. In experiments, the beam size is typically set to ρb ≲ D/2
so that all the illumination energy can be absorbed. In this
case, one can simply replace ρ0 by ρb. For the photocatalyst
sample shown in Fig. 1(a), the approximation of ΔTtop given by
eqn (3) is calculated to be 44.6 K, in good agreement with the
numerical solution of eqn (1).

The expression (3) indicates that the overall (approximate)
temperature increase is proportional to the fraction of the illu-
mination energy absorbed by the sample, which itself is
related to the ratio of sample thickness to the penetration
(skin) depth (∼1 − exp(−H/δskin)). This is shown in Fig. 3 via
the dependence of the relative energy absorbed by the sample

on the ratio of the penetration (skin) depth and the sample
thickness. One can see that more than 99% of the illumination
energy is absorbed if δskin/H < 0.2. Therefore, for optically
thick samples (i.e., δskin ≪ H), the overall temperature increase
is expected to be weakly-dependent on σabs and on the inter-
particle spacing d (both via δskin (2)), but to be much more sen-
sitive to the thermal conductivity of the host medium (see
detailed discussion below). In that respect, the temperature (3)
is essentially the same as for an infinitely thin disc-shaped
heat source in free space. Potentially unexpectedly, this also
implies that the temperature distributions in thick structures
will exhibit relatively weak spectral features. In contrast, for
thin samples (e.g., a monolayer of NPs, e.g., in ref. 54), eqn (3)
reduces to:

ΔT top � σabsIinc
2κhd

ρ0
d
: ð4Þ

Thus, in comparison to the heating of a single NP by a
plane wave, the heat generation from the additional NPs
causes the enhancement of the temperature rise by a factor of
2πρ0a/d2.

Eqn (3) also indicates that there exist two distinct regimes
of the wavelength dependence of the temperature rise: a
regime where the temperature rise has a similar wavelength

Fig. 2 (a) The temperature rise ΔT of the photocatalyst sample (the edges of which are represented by the black lines) calculated by eqn (1). The
photocatalyst sample is illuminated from the top by a CW laser at the wavelength λ = 532 nm with illumination intensity Iinc = 80 mW cm−2. The
inter-particle spacing is 225 nm and the beam width is the same as the diameter of the photocatalyst sample. (b) The temperature rise profile along
the illumination direction (blue solid line) and the temperature rise profile on the surface facing the light source (orange solid line) obtained by eqn
(1). The dots represent the COMSOL simulation results which are seem to agree perfectly with eqn (1).

Fig. 3 The energy absorbed (in %) by the sample as a function of
δskin/H.
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dependence to the absorption cross section of the single par-
ticle, and a regime where the temperature rise is less sensitive
to the illumination wavelength. The former regime occurs
when the absorption cross section is very small (σabs≪d3/H, e.g.
the illumination wavelength is far from the plasmon resonance
wavelengths) or/and the particle density is highly dilute (d3 ≫
Hσabs). In these case, eqn (3) reduces to:

ΔT top � σabsIinc
2κh

ρ0H
d3

; ð5Þ

and the temperature rise is proportional to the absorption
cross-section, i.e., they have the same spectral dependence.
However, as mentioned in section 2, these configuration are of
less relevance to applications of plasmon-assisted photocataly-
sis or light harvesting.

In what follows, we study the sensitivity of the temperature
profile to the various parameters of the system.

3.1.2 Inter-particle-spacing- and NP-size-dependence of the
temperature distribution. In Fig. 4(a) and (b) we plot the temp-
erature rise profile along the illumination direction and on the
surface facing the light source for different inter-particle
spacing with all other parameters being the same as in sec.
3.1.1. One can see that the overall temperature rise is insensi-
tive to the inter-particle spacing. Indeed, the overall ΔT
decreases by ∼1.6 K (<5%) when d changes from 100 nm to
225 nm (NP density decreases by 90%), whereas it decreases by
∼6 K (∼13%) when d further changes from 225 nm to 300 nm
(NP density decreases by 60%). As discussed above, the weak
dependence of ΔT on the inter-particle spacing can be under-
stood by the fact that the overall temperature rise depends pri-
marily on the amount of photon energy absorbed by the
sample. In order to demonstrate that explicitly, Fig. 4(c) shows
the d-dependence of ΔT at the center of the top surface of the
sample, with the corresponding δskin/H shown in the inset.
One can see that when d < 225 nm, δskin/H < 0.2 such that
more than 99% of the photon energy is absorbed (see Fig. 3);
when 225 nm < d < 300 nm, δskin/H increases from 0.2 to 0.5
and the absorbed photon energy decreases from 99% to 86%
(see Fig. 3). This not only explains the weak dependence of the

overall temperature rise ΔT on the inter-particle spacing when
the skin depth is smaller than the sample thickness, but also
shows that the d-dependence of the overall ΔT is even weaker
when d < 225 nm. In that respect, the d-dependence of ΔT for
the current 3D arrangement of NPs is much weaker than that
of a single-layer array.54

In passing, it is worth noting that the maximal temperature
does not necessarily occur at the center of the surface facing the
light source, especially when the skin depth is compatible to
the sample thickness, see the case of d = 300 nm in Fig. 4(a). In
this case, the heating source becomes more uniformly distribu-
ted in the sample so that the maximal temperature occurs
inside the sample. The maximum temperature occuring inside
the sample and the temperature gradient imposes difficulty on
the use of thermal cameras for temperature determination in
experiments (see more discussions in ref. 24, 25 and 56).

In a similar manner, we now study the size-dependence of
the overall temperature rise by calculating the energy absorbed
by the sample and ΔTtop for the photocatalyst sample shown
in Fig. 2(b) with different sizes of Au NPs, see Fig. 5. The wave-
length of the illumination is chosen to be either within the
plasmon resonance bandwidth (λ = 532 nm) or out of the
plasmon resonance bandwidth (λ = 633 nm). Apart from the
particle size and the wavelength, all other parameters are the
same in Fig. 2(b). One can see that for λ = 532 nm (λ =
633 nm), the overall ΔT depends weakly on the particle size
when a > 5 nm (a > 15 nm) but it decreases strongly with
decreasing particle size when a < 5 nm (a < 15 nm). Moreover,
the NP-size-dependence of ΔTtop can be again explained by the
relation between absorbed energy and the ratio of the skin
depth to the sample thickness via eqn (2). Since the absorption
cross-section increases (and the skin depth decreases) with the
NP size (see the inset in Fig. 5(a)),40,68 once the NP size is large
enough such that δskin/H < 0.3, more than 95% of the illumina-
tion energy is absorbed by the sample and the overall ΔT
shows a weak dependence on the NP size.

3.1.3 Wavelength-dependence of the temperature distri-
bution. To study the wavelength-dependence of the overall
temperature rise, we now assume that the photocatalyst

Fig. 4 (a) The temperature rise profile along the illumination direction and (b) the temperature rise profile on the surface facing the light source for
inter-particle spacing d = 100 nm (orange dashed line), 225 nm (blue solid line), 275 nm (green dotted line) and 300 nm (magenta dash-dotted line).
The blue-gray region represents the NPs array. All other parameters are the same as in section 3.1.1. (c) The temperature rise at the center of the top
surface for different inter-particle spacing. The inset shows the corresponding inter-particle-spacing-dependence of δskin/H. The colored symbols
correspond to the ΔT profile marked by the same color in (a) and (b).
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sample shown in Fig. 2(b) is illuminated by a “tunable” single-
wavelength CW source66,69,70 with a fixed illumination inten-
sity of 80 mW cm−2, and calculate the penetration depth (2)
and ΔTtop using eqn (1) as a function of the illumination wave-
length, see Fig. 6. For 400 nm < λ < 560 nm, δskin/H < 0.5, more

than 86% of the illumination energy is absorbed by the
sample (see Fig. 3) such that the overall temperature rise exhi-
bits a fairly weak λ-dependence, much weaker than that of the
absorption cross-section as shown in Fig. 2(a) The ΔTtop at the
plasmonic resonance wavelength is only 4% higher than the
short wavelength shoulder. However, for λ > 610 nm, δskin/H >
2, so that the illumination energy absorbed by the sample and
the overall ΔT are roughly proportional to H/δskin, thus roughly
proportional to σabs. This wavelength-dependent behavior is
strictly different from the case of single particle system in
which the temperature rise is proportional to the (spectrally
narrow) absorption cross-section. The wavelength-dependent
ΔTtop obtained by the approximate analytical solution eqn (3)
is again in excellent agreement with the exact numerical solu-
tion of eqn (1).

We note that the energy absorbed by the sample and the
overall temperature rise will exhibit a similar dependence on
the absorption cross-section (e.g., by variation of the host or
NP permittivity) as their dependence on the particle size and
the wavelength (Fig. 5 and 6, respectively). Accordingly, such
specific simulations are not shown.

3.1.4 Beam width-dependence of the temperature distri-
bution. The dependence of the overall temperature rise on the
illumination beam radius can be separated into two distinct
regimes, depending on the relative size of the beam spot with
respect to the sample surface. In each regime, one can vary the
beam size with either the illumination intensity or the illumi-
nation power being fixed.

When the beam radius is smaller than the sample radius,
i.e., when ρb < D/2, the number of the NPs under illumination
is proportional to the beam spot area such that we set ρ0 = ρb
in eqn (3). If the illumination power is fixed, then, when the
beam radius decreases, the illumination intensity increases
but the total illumination energy remains the same, so that
the overall temperature rise is higher, see Fig. 7(a) and (b). If
we plot ΔTtop obtained by eqn (1) as a function of the beam
radius in log–log scale (see Fig. 7(c)), one can see that ΔTtop is
roughly inversely proportional to the beam radius (slope ≈
−0.97). This is found to be in excellent agreement with the

Fig. 5 (a) The illumination energy energy absorbed by the sample (in %)
as a function of the particle radius a (inset: the particle radius depen-
dence of the absorption cross section). (b) ΔTtop as a function of the
particle radius a. In (a) and (b), the blue solid lines and the orange
dashed lines represent for the wavelength λ = 532 nm and λ = 633 nm,
respectively. The blue circles and the orange squares in (b) represent the
ΔTtop obtained from the approximate analytical solution eqn (3) for λ =
532 nm and λ = 633 nm, respectively. All other parameters are the same
as in section 3.1.1.

Fig. 6 (a) The spectral dependence of the ratio of the skin depth to the
sample thickness. (b) The temperature rise eqn (1) (blue solid line) and its
approximate analytical solution eqn (3) (blue dots) at the center of the
top surface of the NP array as a function of illumination wavelength. All
other parameters are the same as in section 3.1.1.

Fig. 7 (a) The temperature rise profile along the illumination direction and (b) the temperature rise profile at the surface facing the light source for
beam spot area 0.5 cm2 (orange dashed line), 1 cm2 (blue solid line), 1.5 cm2 (green dotted line) and 2 cm2 (magenta dash-dotted line) when the illu-
mination power is fixed to be 1 W. The blue-gray region represents the NPs array. All other parameters are the same as in section 3.1.1. (c) ΔTtop as a
function of the beam radius (log–log scale). The colored symbols correspond to the ΔT profile marked by the same color in (a) and (b). The slope ≈
−1 indicates that ΔTtop ∝ ρb

−1.
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result deduced from eqn (3) that ΔTtop ∝ Iincρb ∝ ρb
−1. If the

illumination intensity is fixed, ΔT is thus proportional to the
beam radius ρb (not shown).

When the beam radius is larger than the sample radius,
i.e., ρb > D/2, we set ρ0 = D/2 in eqn (3). If the illumination
power is fixed, the illumination intensity experienced by the
NPs I(ω, ri) and thus pa̅bs,i increase linearly with decreasing the
beam spot area (pa̅bs,i ∝ I(ω, ri) ∝ ρb

−2), but the number of NPs
under illumination remains unchanged. As a result, it can be
shown from eqn (1) and (3) that the overall ΔT is inversely pro-
portional to the beam spot area, namely, ΔT ∼ ρb

−2 (not
shown). If the illumination intensity is fixed, ΔT is indepen-
dent of the beam radius (not shown).

Notably, the different scaling of the temperature rise with
the beam size also differ from the scaling of non-thermal
effects with the beam size.29 Accordingly, Baffou et al. recently
suggested in ref. 29 that these behaviours can be used to separ-
ate the contributions of thermal and non-thermal effects in
plasmon-assisted catalysis reactions.

3.1.5 Thermal conductivity-dependence of the temperature
distribution. Unlike the weak dependence of the overall temp-
erature rise ΔT on the parameters discussed in the previous
subsections, it exhibits a strong dependence on the thermal
conductivity of the host κh; specifically, it is inversely pro-
portional to it (see eqn (1)). As shown in Fig. 8, the tempera-
ture rise profile of the same sample increases by a factor of ∼4/
3 when the host is changed from air/oxide (κh = 50.3 mW (m
K)−1) to CO2/oxide (κh = 38 mW (m K)−1), in excellent agree-
ment with eqn (3).

3.2 Pulse train illumination

We now turn our attention to the temperature rise dynamics of
the catalyst sample under a pulse train illumination and the
sensitivity of the results to the various system parameters. We
consider a pulse train illumination with (time) average inten-
sity 〈Iinc〉 = 80 mW cm−2 (as for the CW case above), pulse rep-
etition rate f = 80 MHz, pulse duration τ = 4 ps and peak inten-
sity I0 ¼

ffiffiffiffiffiffiffiffi
π=2

p hIinci=ðτf Þ.
During each single pulse event, the inner temperature of

each NP increases due to photon absorption, then the inner

NP temperature decays due to heat transfer to the host. This
heat diffusion from the (many) other NPs keeps the sample
warm until all the thermal energy diffuses out of the sample.

The spatio-temporal evolution of the sample temperature
under a pulse train illumination can be obtained by the linear
combination of many solutions of (time-shifted) single pulse
events (see details in ESI section S3†). Since the pulse rep-
etition rate is faster than the overall decay time to the environ-
ment, the temperature is increasing in a step-wise fashion.
This heat accumulation finally slows down and the tempera-
ture reaches a “steady-state” at m 45 K on a time scale of a few
minutes to a few hours, as shown in Fig. 9. This was indeed
observed in e.g. ref. 66.

Indeed, we show in ESI section S4† that the “steady-state”
temperature rise of ΔTtop

mp can be approximated by:

ΔT top
mp ðt ! 1Þ � hIinciρ0

2κh
ð1� e�H=δskinÞ: ð6Þ

This prediction is found to be in excellent agreement with
the numerical results, see Fig. 9. Importantly, pulsed and CW
cases give the same result of temperature rise in the “steady-
state” (compare eqn (3) and (6)). This is a manifestation of the
fact that once the systems reach a “steady-state”, macroscopic
heating is obtained by a balance of the heat generation and
the heat diffusion out of the sample as a whole. This again
shows that although plasmonic NPs are thought of as a nano-
scale heat source, they eventually cause heating which does
not differ so much from macroscopic heat sources. Except for
relatively large NPs and/or high intensity pulses, the transient
NP temperature rise following each individual pulse is small
with respect to the base line (average) heating.25,66 Other
exceptions are obviously the early stages of pulsed illumination
and the case of a dilute sample (e.g. ref. 34). Nevertheless, the
heating is generally weak in those scenarios.

Eqn (6) not only provides a simple way to compute the
“steady-state” temperature rise in the pulsed case, but also pro-
vides insight to the sensitivity of the “steady-state” temperature

Fig. 8 (a) The temperature rise profile along the illumination direction
and (b) the temperature rise profile at the surface facing the light source
when the NP array is immersed in a host with κh = 50.3 mW (m K)−1 (blue
solid line) and when it is immersed in a host with κh = 38 mW (m K)−1

(orange dashed line). The blue-gray region represents the NPs array. All
other conditions are the same as in section 3.1.1.

Fig. 9 The temporal evolution of ΔTtop under pulse train illumination
given by eqn (S10).† The black dashed line represents the “steady-state”
temperature (6). All other conditions are the same as in sec. 3.1.1. The
insert shows the temperature evolution during the illumination of the
first several pulses.
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rise to various system parameters. Specifically, (i) the “steady-
state” temperature rise is independent of the pulse duration τ

and the repetition rate f; (ii) since the “steady-state” tempera-
ture rise is the same as for the CW case, all other results are
valid here too.

3.3 Comparison of a simplified sample geometry and a
realistic one

In the previous sections, we studied the parametric depen-
dence of a simplified model using a uniform host. For realistic
configurations in which the material of the catalyst sample
and of its surrounding are usually different, the thermal con-
ductivity can be highly non-uniform. In these cases, it requires
numerical methods, such as finite element method, solving
the heat equation to achieve accurate temperature distribution.
However, as shown in ESI section S5,† the dependence of the
energy absorbed by the sample on the particle size, on the
inter-particle spacing and on the illumination wavelength are
not affected by the non-uniformity of the thermal conductivity.
On the other hand, the non-uniformity of the thermal conduc-
tivity can affect the dependence of the temperature rise on the
beam radius. This is because when the beam size changes, the
heat transfer path can be modified by the non-uniform
thermal conductivity.¶ However, the change of the dependence
of the temperature rise on the beam size is usually small when
the sample area is sufficiently larger than the beam area, see
ESI section S5.†

4 Comparison to experimental
studies of plasmon-assisted
photocatalysis

Light harvesting systems (e.g., photocatalysis pellets, water
purification samples etc.) are usually designed to be optically-
thick for the purpose of absorbing all illumination energy.
Thus, the results described above show that generically, the
temperature rise is such systems will have a weak sensitivity to
the illumination wavelength, pulse duration, particle size and
density. However, in the context of photocatalysis, when the
chemical reaction rate is enhanced by the photo-thermal
effect,23–25 the reaction rate enhancement can become more
sensitive to these parameters via the exponential dependence
of the reaction rates on the temperature. The level of the
enhanced sensitivity depends on the activation energy.

In order to see this, we use as an example the wavelength-
dependence of the temperature rise shown in Fig. 6(b) to inves-
tigate the wavelength-dependence of the reaction rate.
Specifically, we calculate the reaction rates under illumination
for different activation energies (Ea = 0.2 eV (as in ref. 69 and

70) and Ea = 1.2 eV (as in ref. 71 and 66)) by using the tempera-
ture-shifted Arrhenius Law:25

RðIincÞ ¼ R0 exp � Ea
kBðTh;0 þ ΔTðIincÞÞ

� �
; ð7Þ

where kB is the Boltzmann constant, Th,0 is the host tempera-
ture in the dark, and R0 is a constant that depends on the
details of the reactants as well as the details of the measure-
ment. For a fair comparison, we plot the reaction rate enhance-
ment as the ratio of the reaction rate under illumination to the
reaction rate in the dark. Fig. 10 shows that the reaction rate
enhancement for Ea = 1.2 eV is around a few hundreds, much
stronger than that for Ea = 0.2 eV (only 2 and 3). Moreover, the
reaction rate enhancement at the plasmonic resonance wave-
length shows a much higher peak for Ea = 1.2 eV (35% higher
than the short wavelength shoulder) than that for Ea = 0.2 eV
(only 5%). Both cases are much weaker than the absorption
peak shown in Fig. 2(a), while the latter is only compatible to
the peak of the temperature rise shown in Fig. 6. The differ-
ence in the reaction rate enhancement can be well explained
by the Arrhenius eqn (7) which states that the higher activation
energy, the more sensitive to temperature the reaction rate is.

Despite the somewhat greater sensitivity induced by rela-
tively high activation energies, the conclusion of the above
analysis is that the spectral dependence of the temperature dis-
tribution and reaction rates is much milder compared to the
single NP response. In that sense, the experimental reports
reveal a somewhat confusing picture – while some of the more
careful studies of plasmon-assisted photocatalysis, see e.g. ref.
72, 28 and 73 reported a weak spectral dependence of the reac-
tion rate, it was common to associate the faster chemical reac-
tions with the plasmon resonance response. These claims orig-
inate, at least partially, from photodetection experiments
where the non-thermal electrons had to cross a Schottky
barrier (as e.g., in ref. 74, 75, 76, 77 and 78). In earlier stages of
the research of these problems, there was no clear distinction
in the underlying mechanism ascribed to plasmon-assisted
photodetection and photocatalysis experiments. However,
while the wavelength dependence is obvious in photodetection
studies, in the context of photocatalysis experiments the
claims on the dominance of the plasmon resonance were

Fig. 10 Reaction rate as a function of the illumination wavelength for
activation energy (a) Ea = 0.2 eV and (b) Ea = 1.2 eV. All conditions are
the same as in Fig. 6.

¶For example, if the edge of the disc-shaped catalyst sample is in contact with a
high thermal conductivity material, such as metal, much more heat is dissipated
from the edge than from the center when the beam size becomes compatible to
the catalyst sample area.

Paper Nanoscale

Nanoscale This journal is © The Royal Society of Chemistry 2020

Pu
bl

is
he

d 
on

 1
2 

A
ug

us
t 2

02
0.

 D
ow

nl
oa

de
d 

by
 B

en
-G

ur
io

n 
U

ni
ve

rs
ity

 o
f 

th
e 

N
eg

ev
 o

n 
8/

25
/2

02
0 

3:
09

:4
1 

PM
. 

View Article Online

https://doi.org/10.1039/d0nr03897k


rarely quantified. As we shall show below, they were also some-
time inaccurate. In particular, as some works use (solar-like)
white light sources, one has to take care how the spectral data
is presented and interpreted.

To see this, let us consider the work of Christopher et al.,71

where the wavelength-dependent reaction rate measurements
were performed at constant illumination intensity (250 mW
cm−2) of a white light source. Instead of using bandwidth
limited sources (as e.g., in ref. 69, 70 and 28), the authors of
ref. 71 measured the reaction rate for 7 different spectral band-
widths obtained by sending the illuminating light through a
series of 7 long pass filters. The cutoff wavelength (the shortest
wavelength at which the light can pass through) of these pass
filters are, respectively, λ1 = 400 nm, λ2 = 425 nm, λ3 = 450 nm,
λ4 = 500 nm, λ5 = 550 nm, λ6 = 625 nm and λ7 = 675 nm (Here
we denote the corresponding measured reaction rates as
R̃(λn)). Then they plotted the reaction rate difference (R̃(λn) −
R̃(λn−1))/(λn − λn−1) as a function of λn. Which corresponds to
that of the light source used in that experiment. Peculiarly,
however, the spectral peak of the Ag NPs used in this experi-
ment occurs at much shorter wavelengths (∼430 nm, see the
ESI† in ref. 25).

In order to explain this observation, we revisit the thermal
calculations we performed for this structure in ref. 25 and
follow the procedure described in ref. 71 to calculate the reac-
tion rate as a function of the cutoff wavelength. Specifically,
first, to account of the non-uniform thermal conductivity in
the system, we use COMSOL Multiphysics to perform a series
of temperature calculations of the sample in which we mimic
the experiment by cutting off the photons of the light source
with wavelengths shorter than the threshold of the filter used
in the measurement. To do that, we extend our formulation
eqn (1) in section 2 and eqn (S3) in ESI section S1† from the
monochromatic to the polychromatic illumination. The inten-
sity of the polychromatic light source Iinc is related to its spec-

trum iinc(ω) by Iinc ¼
ði
inc

ðωÞdω and the average absorbed

power density by the NP at ri in eqn (S3)† becomes

p̄abs;i ¼
1
VNP

ði
inc

ðωÞe�zi=δskinðωÞσabsðωÞdω; more details can be

found in ref. 25. Next, we apply the temperature-shifted
Arrhenius Law (7) to calculate the reaction rate. Finally, we
compute the spectral differences of the reaction rate obtained
from the temperature-shifted Arrhenius Law (7)25 as in ref. 71
and in the description above. The experimental result and our
calculation are shown in Fig. 11(a) to provide remarkable
agreement; this provides further support to the re-interpret-
ation of this specific experiment in ref. 25 as originating from
a pure thermal effect. Most importantly, a similar calculation
performed with a (“tunable”) CW source reveals a rather
shallow spectral dependence for both the sample temperature
and reaction rate, and a maximum near the actual plasmon
resonance of the Ag NPs used in that experiment, see
Fig. 11(b) and (c). This shows that the spectral dependence
shown in ref. 71 is a result of the measurement procedure and
apparatus rather than an intrinsic property of the sample, and
that the actual spectral response of that system was flat, in cor-
relation with our claims in section 3.1.3.

5 Outlook

The approach adopted in the current study represents a
minimal benchmark for the evaluation of thermal effects in
light harvesting systems. It also shows that many of previous
claims on parametric dependence etc. may have been inaccur-
ate, and need to be re-evaluated.

Our results contribute further insights to the important
task of distinguishing between the roles of thermal and non-
thermal effects in plasmon-assisted photocatalysis
experiments.23–25,28,29,31,55,56 This distinction is of great impor-
tance because if thermal effects are dominant in a specific
experiment, then, unlike the claims advocated originally, the
use of plasmonic NPs to catalyze the reaction would suffer
from all the known limitations of thermal effects in the
context of photocatalysis.

First, the identified temperature nonuniformity shows that
a standard normalization of the reaction rates in photocataly-
sis by the catalyst mass (as e.g., in ref. 66 and 67) can incur
severe errors in evaluation of the reaction enhancement rate,

Fig. 11 (a) The spectral dependence of the reaction rate enhancement by a revised thermal calculation following the procedures described in ref.
25 and 71 for the photocatalyst sample used in used in ref. 71 (orange circles). The blue dots represent the experimental data copied from ref. 71. (b)
The wavelength-dependence of the temperature rise at the center of the top surface of the pellet calculated with a (“tunable”) CW light source. For
each wavelength, the illumination intensity is 250 mW cm−2 and the bottom of the pellet is fixed to 448 K, i.e., the measured temperature. (c) The
wavelength-dependence of the reaction rate calculated from the temperature rise in (b) by using the temperature-shifted Arrhenius Law (7).
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thus, invalidating the conclusions of these papers, especially
since these studies employed different samples for experiment
and control; see also discussion in ref. 56. This is particularly
problematic for the latter work, which was published after this
specific criticism was brought to the attention of its authors.
As shown in ref. 28, even a more careful procedure to extract
an effective temperature for the sample (via recursive evalu-
ations of the reaction rate and the sample temperature may
not be sufficient to explain the intricate details of the reaction
rate enhancement.

Second, while both non-thermal (“hot” carrier) and thermal
effects exhibit a similar dependence on the illumination inten-
sity and the absorption cross-section, the latter exhibits a
much stronger dependence on the parameters of the system
(NP size and shape, density, illumination wavelength, sample
thickness etc.), at least for the typical optically-thick samples.
Similarly, thermal effects exhibit a sensitivity to the thermal
properties of the host which non-thermal effects naturally
lack. Thus, variations of the various parameters may hint
toward the mechanism underlying the enhanced chemical
reactions studied. These ideas can complement the simple
experimental tricks suggested already in ref. 29 towards the
same goal.

Having said the above, we should recall that in the weak
illumination limit (to which the majority of plasmon-assisted
photocatalysis experiments conform), thermal effects greatly
dominate non-thermal effects. This was shown for a single NP
in ref. 79, and is obviously more pronounced for NP ensembles
for which the thermal effects accumulate, but non-thermal
effects remain the same on the level of each individual NP.

Overall, the calculations performed here are simple, but
were not performed so far in the current context, at least not
systematically. They can however be extended to more compli-
cated scenarios. For example, our model can be used to study
the transient temperature rise of the sample and the temporal
evolution of the reaction rate. This is important when the illu-
mination time is shorter than the time scale required for the
system to reach the steady-state, especially for catalyst samples
immersed in host material with low diffusivity.

Our model can also be extended to account for heat con-
vection by gas or liquid flow. However, as shown in ref. 25
and 30, under realistic conditions, these effects provide only
a modest level of homogenization of the temperature. These
explicit calculations show that claims for uniform tempera-
ture profiles raised in e.g., ref. 66 and 80 are likely to be incor-
rect, especially since they are not based on an actual calcu-
lation or estimate.

Finally, we note that when the temperature rise is greater
than 100 K, it is necessary to take into account the tempera-
ture dependence of the optical and thermal properties of the
metal and the host material (see e.g., ref. 47, 48, 49 and 50).
The latter is expected to have a significant effect on the
increase of the sample temperature and of the reaction rate,
see discussion in ref. 56. A complete model that include
temperature-dependent parameters will have to be left for a
future study.
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