Electronic and Thermal Response of Low-Electron-Density Drude Materials to Ultrafast Optical Illumination
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Many low-electron-density Drude (LEDD) materials such as transparent conductive oxides or nitrides have recently attracted interest as alternative plasmonic materials and extremely nonlinear thermal and optical materials. These materials attract research interest because they are CMOS compatible; hence, they can enable new functionalities within existing devices. However, the rapidly growing number of experimental studies has so far not been supported by a systematic theory of the electronic, thermal, and optical response of these materials. Here, we use the techniques previously derived in the context of noble metals to go beyond a simple electromagnetic modeling of LEDD materials and provide an electron-dynamics model for their electronic and thermal response. We find that the low electron density makes momentum conservation in electron-phonon interactions more important, more complex, and more sensitive to the temperatures compared with noble metals; moreover, we find that electron-electron interactions are becoming more effective due to the weaker screening. Most importantly, we show that the low electron density makes the electron heat capacity much smaller than in noble metals, such that the electrons in LEDD materials tend to heat up much more and cool down faster compared to noble metals. While here we focus on indium tin oxide (ITO), our analytical results can easily be applied to any LEDD materials.
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I. INTRODUCTION

Recent years have seen a growing interest in the optical response of plasmonic (transparent) conducting oxides and nitrides such as aluminum- or gallium-doped zinc oxide, cadmium oxide, indium tin oxide, titanium or zirconium nitride, etc. [1–7] as alternatives to noble metals. These materials are characterized by low electron densities and high-frequency interband transitions, such that they are usually described as Drude metals at optical and telecom frequencies [1]. In comparison to noble metals, the real part of their permittivities has a milder negative value and the electron density (hence, the permittivity) is highly tunable (e.g., via doping [1,8] or post-treatment, etc. [9–11]), so that together with their CMOS compatibility, they enable flexibility of design and implementation [1,7]. In what follows, we refer to this class of materials as low-electron-density Drude (LEDD) materials.

Particular attention has been paid to the unique epsilon-near-zero (ENZ) point that these materials have in the near-infrared spectral range [2,5,12–14]. While most earlier interest in ENZ materials has been associated with their linear response (e.g., in the context of supercoupling [15,16] or shaping the radiation pattern of a source [17,18]), the claim that the nonlinear optical response is inversely proportional to the (unperturbed vanishing) permittivity has attracted a range of experimental studies of the (ultrafast) dynamics of the permittivity near the ENZ point (see, e.g., Refs. [2,4,12,13,19–21]). In parallel, the importance of the deviation of the band structure from a simple parabolic dependence has been realized [3,4,9,22]. From the theoretical point of view, most attention has been given to modeling the dependence of the LEDD permittivity on the electron temperature using thermal models [4,19,23,24], while the temperature dynamics itself has been described using the relaxation-time-approximation- (RTA) based two-temperature model (TTM) or its extension [3,4,12,19,20,23]. However, frequently the TTM parameters have been computed from equations suitable for parabolic bands and high-electron-density metals. In that regard, the accuracy of the temperature modeling in LEDD materials has not yet been verified using an underlying electronic model.

Our goal in the current work is to compute consistently the nonequilibrium electron dynamics in LEDD materials. We employ the techniques previously used in the context of noble metals to go beyond the state-of-the-art modeling of LEDD materials and provide a model for their electronic and thermal dynamical response. We focus on indium tin...
oxide (ITO) as a prototypical example. In particular, in Sec. II, we derive the various terms in the simplest model available for electron nonequilibrium, namely, the Boltzmann equation (BE), without resorting to the RTA; we complement the BE with a self-consistent treatment of the phonon system. We find that due to the low electron density and hence the weaker screening, the electron-electron (e-e) collisions are 10 times faster than in the higher-electron-density noble metals. We also find that for the same reason, the requirement of momentum conservation in electron-phonon (e-ph) interactions significantly slows down the collision rate; however, due to the opposing effect of the higher Debye energy, the e-ph collision rate is actually similar to that in noble metals. In Sec. IIIA, we describe the resulting ultrafast dynamics of the electron distribution and correlate them with the relative importance of the various underlying collision mechanisms. In Sec. IIIB, we derive analytical expressions for the TTM parameters and find that the dependence of both the heat capacity and the chemical potential on the electron temperature is much stronger than assumed so far and that their values are much lower compared to those for noble metals. We then extract the temperature dynamics from the BE and show an excellent match with the TTM. Our main results are that the electron heating is much stronger and its decay is much faster in ITO than realized before as well as compared to lower electron heat capacity. In Sec. IV, we conclude with further comparison to more advanced theoretical approaches and with a discussion of future steps.

II. MODEL FOR THE ELECTRON DISTRIBUTION

We determine the electron distribution in LEDD materials by solving the quantumlike BE. This model is in wide use for Drude metals [25–33]. We focus on indium tin oxide (ITO) because it has all the unique features of a LEDD material, namely, a low electron density and a nonparabolic conduction band and because it emerges as a promising CMOS-compatible nonlinear optical material. We also neglect interband (d to sp) transitions that occur in ITO only for photons having energies larger than 3–3.5 eV [34]; these transitions, however, set the value of the background permittivity, εb.

The energy-momentum (E-k) relation of ITO can be expressed by the Kane quasilinear dispersion [35] to account for the nonparabolicity [23,36], namely,

$$\frac{\hbar^2 k^2}{2m^*_e} = E(1 + CE),$$ (1)

where $m^*_e = 0.3964m_e$ is the electron effective mass at the conduction-band minimum and $C = 0.4191$ eV$^{-1}$ [9] is the first-order nonparabolicity factor. The electron density of states (eDOS) becomes

$$\rho_e(E) = \frac{1 + 2CE}{2\pi^2} \left( \frac{2m_e^*}{\hbar^2} \right)^{3/2} \sqrt{1 + CE}.$$ (2)

Compared with the case in which $C = 0$ (no nonparabolicity), the density of states when $C \neq 0$ is a superlinear function (instead of a radical function) of the electron energy and is larger by a factor of $\sqrt{1+CE}(1+2CE)$ [see Fig. 1(a)]. The $E$-k relation (1) allows us to represent the electron states in terms of energy $E$ rather than momentum.

The Boltzmann equation representing the electron dynamics is
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FIG. 1. (a) The normalized eDOS $\rho_e(E)/\rho_e(E_F)$ as a function of $E/E_F$. (b) The e-ph collision rate $1/\tau_{e-ph}$ (12) for the case of $C \neq 0$ (i.e., the nonparabolic band) with (blue solid line) and without (green dash-dotted line) accounting for momentum conservation. The blue dotted line represents the case accounting for momentum conservation but not for nonparabolicity (i.e., $C = 0$). The dark yellow dash-dotted line represents the approximation of the e-ph collision rate (13). (c) The thermalization rate associated with the e-e interaction with (blue solid line, $C \neq 0$) and without nonparabolicity (blue dotted line, $C = 0$) as a function of $(E - E_F)$. The orange dashed lines in (b) and (c) represent the e-ph and e-e collision rates of Au, respectively. The collision rates in (b) and (c) are calculated at $T_e = 500$ K and $T_{ph} = 300$ K.
\[
\frac{df}{dt} = \left( \frac{df}{dt} \right)_{\text{exc}} + \left( \frac{df}{dt} \right)_{\text{e-ph collision}} + \left( \frac{df}{dt} \right)_{\text{e-e collision}} + \left( \frac{df}{dt} \right)_{\text{e-imp collision}},
\]

where \( f(E) \) is the electron distribution function at an energy \( E \), representing the population probability of electrons in a system characterized by a continuum of states within the conduction band; this description has been shown to be suitable for particles of Drude metals of sizes as small as a few nanometers [37].

The first term on the right-hand side (rhs) of Eq. (3) describes the excitation of conduction electrons due to photon absorption: for its explicit form, see Sec. II A. The second term on the rhs of Eq. (3) describes the population relaxation due to collisions between electrons and phonons: for its explicit form, see Sec. II B. The third term on the rhs of Eq. (3) (for its explicit form, see Sec. II C) implicitly represents the thermalization induced by e-e collisions, i.e., the convergence of the nonthermal population into the thermalized Fermi-Dirac distribution, given by

\[
f(T; E) = \left( 1 + e^{(E - \mu)/k_B T_e} \right)^{-1},
\]

where \( \mu (T_e) \) is the chemical potential, \( k_B \) is the Boltzmann constant, and \( T_e \) is the electron temperature. Note that collisions of conduction electrons with impurities may also be included, but while those contribute to the permittivity, they have no effect on the electron distribution itself (in the level of the BE (3); for details, see Appendix B [26]).

Our model does not account for electron acceleration due to the force exerted on them by the electric field (which involves a classical description; see discussion in Refs. [38,39]), nor for drift due to its gradients or due to temperature gradients; these effects may only be important for nanostructures with complex geometries. Similar simplifications have been adopted in most previous studies of electron nonequilibrium in Drude metals (see, e.g., Refs. [33,39,40]).

Below, we set the electron density in ITO to be \( n_e \sim 1.5 \times 10^{27} \text{ m}^{-3} \), such that it is characterized by a relatively low Fermi energy of \( E_F = 0.88 \text{ eV} \) (compared to noble metals) and a total size of \( E_{\text{max}} = 4 \text{ eV} \) [41,42]. However, note that due to the nonstoichiometric nature of ITO (i.e., the dependence on its preparation conditions [9,43]), the electron density in ITO can vary from \( 10^{27} \text{ m}^{-3} \) to \( 10^{28} \text{ m}^{-3} \) (see Ref. [42] and references therein). Similar and even lower values are typical of other LEDD materials [1].

Similarly, the values of other parameters indicated below, such as the deformation potential, the sound velocity, Debye temperature, etc., or even the impurity density or grain size, may also vary significantly from sample to sample. Yet, the analysis presented below remains generic to all ITO and other LEDD materials.

### A. The quantum mechanical excitation term

The absorption of the incident light at frequency \( \omega \) leads to the excitation of electrons with initial energy \( E_{\text{initial}} = E \) to states with final energy \( E_{\text{final}} = E + \hbar \omega \). Here, we employ the expression proposed in Refs. [32,39] to link this process to the local electric field. Specifically, the excitation term can be written as [29,32,39]

\[
\left( \frac{df(E,t)}{dt} \right)_{\text{exc}} = B(t) \left[ D_f(E - \hbar \omega, \omega) \rho_e(E - \hbar \omega) \times f(E - \hbar \omega, t)(1 - f(E, t)) \right.
\]

\[
- D_f(E, \omega) \rho_e(E + \hbar \omega) \times f(E, t)(1 - f(E + \hbar \omega, t)) \left. \right].
\]

Here, \( D_f(E_{\text{initial}}, E_{\text{final}}) \) is the squared magnitude of the transition matrix element for the electronic process \( E_{\text{initial}} \rightarrow E_{\text{final}} \) (be it Landau damping, surface- or phonon-assisted absorption, etc. [33,44,45]); \( B(t) \) is a time-dependent coefficient ensuring energy conservation that is proportional to the local energy density or \( |E(t)|^2 \) (\( E(t) \) being the local electric field vector in the ITO sample) [46]; in particular, the increase of the energy of the electron system is equal to the energy of the absorbed pulse (via Poynting’s theorem),

\[
P_{\text{abs}}(t) = \int E \rho_e(E) \left( \frac{df(E,t)}{dt} \right)_{\text{exc}} dE = \frac{\omega}{2} \varepsilon_0 \varepsilon'' |E(t)|^2,
\]

so that

\[
B(t) = \frac{\varepsilon_0 \varepsilon'' |E(t)|^2}{2\hbar \int D_f(E - \hbar \omega, \omega) \rho_e(E - \hbar \omega) f(E - \hbar \omega, t)(1 - f(E, t)) dE},
\]

where \( \varepsilon'' \) is the (static) imaginary part of the ITO permittivity.
B. The e-ph collision term

The collision term due to e-ph interaction via the deformation potential scattering is given by [47]

\[
\left( \frac{df_k}{dt} \right)_{e-ph} = \sum_q \frac{\pi D^2 q^2}{\rho V \omega_{ph}} \delta (E_{k+q} - E_k - \hbar \omega_q) \left[ n_{ph}^q (1 - f_k)f_{k+q} - n_{ph}^q (1 - f_{k+q})f_k \right] + \left[ n_{ph}^q (1 - f_k)f_k - n_{ph}^q (1 - f_{k+q})f_{k+q} \right] \delta (E_{k-q} - E_k + \hbar \omega_q),
\]

(8)

where \( k \) is the electron momentum, \( q \) is the phonon momentum, \( \hbar \omega_q \) is the phonon energy, \( \rho = 7120 \) kg/m\(^3\) is the material density [48], \( D = 17.2 \) eV is the deformation potential [49], and \( n_{ph}^q \) is the phonon distribution function.

For simplicity, we consider only acoustic phonons, since they have been found to be responsible for the dominant scattering mechanism compared to optical phonons [50]. We also assume that the acoustic phonons propagate at the sound velocity such that they have a linear dispersion relation, i.e., \( E_{ph}^q = \hbar \omega_{ph} = \hbar v_{ph} q \), where \( v_{ph} = 6400 \) m/s [48]. Beyond the Debye energy, \( E_D = k_B T_D \approx 0.06 \) eV [48], the density of the phonon states vanishes. Furthermore, we assume that the phonon system is in equilibrium, so that the average phonon number satisfies the Bose-Einstein statistics and can be characterized by the phonon (lattice) temperature \( T_{ph} \), i.e.,

\[ n_{ph}^q (T_{ph}) = n_B (E_{ph}^q, T_{ph}) = \left( e^{\hbar \omega_{ph}/k_B T_{ph}} - 1 \right)^{-1}. \]

The two terms associated with \( n_{ph}^q + 1 \) correspond to the phonon emission, whereas the two terms associated with \( n_{ph}^q \) correspond to the phonon absorption. The delta functions in Eq. (8) ensure energy conservation in the various e-ph scattering processes.

To obtain the collision term as a function of the electron energy \( \delta f/E/\delta t \) at various angles \( \theta_k, \phi_k \), we perform the spherical average over the solid angle for \( df_k/dt \) at Eq. (8), namely,

\[ (\delta f/E/\delta t)_{e-ph} = 1/4\pi \int \left( \delta f_k/\delta t \right) \epsilon_{ph} d\cos \theta_k d\phi_k, \]

where \( \theta_k \) and \( \phi_k \) are, respectively, the polar and azimuthal angles of \( k \) with respect to \( q \). In particular, we account for the phonon dispersion in the polar integral to ensure momentum conservation.

\[
\int_{-1}^{1} d\cos \theta_k \delta (E_{k+q} - E_k - \hbar \omega_q) = \begin{cases} \frac{m_e^*}{\hbar^2 k_q}, & \text{if } \left| \frac{m_e^* v_{ph}}{\hbar k} \mp \frac{q}{2k} \right| \leq 1, \\ 0, & \text{otherwise}. \end{cases}
\]

(9)

Since \( m_e^* v_{ph} \ll \hbar q \), the condition for the polar integral being nonzero in Eq. (9) can be simplified to \( q \lesssim 2k \). After some algebra, we arrive at

\[
(\delta f/\delta t)_{e-ph} = \frac{D^2}{4\pi \rho (\hbar v_{ph})^3} \sqrt{\frac{m_e^*}{2E(1+C\epsilon)}} \int_{\epsilon_{ph}^{\max}(\epsilon)}^{\epsilon_{ph}(\epsilon)} (\epsilon_{ph})^2 d\epsilon_{ph} \left[ n_B (\epsilon_{ph}, T_{ph}) + 1 \right] \times \left[ (1 - f(\epsilon))f(\epsilon + \epsilon_{ph}) \left( 1 + 2C(\epsilon + \epsilon_{ph}) \right) - (1 - f(\epsilon - \epsilon_{ph}))f(\epsilon)(1 + 2C(\epsilon - \epsilon_{ph})) \right] + n_B (\epsilon_{ph}, T_{ph}) \left[ (1 - f(\epsilon))f(\epsilon - \epsilon_{ph}) \left( 1 + 2C(\epsilon - \epsilon_{ph}) \right) - (1 - f(\epsilon + \epsilon_{ph}))f(\epsilon)(1 + 2C(\epsilon + \epsilon_{ph})) \right],
\]

(10)

where

\[
\epsilon_{ph}^{\max}(\epsilon) = \min(\epsilon_D, 2\hbar v_{ph} k(\epsilon)), \quad \epsilon_D = \hbar v_{ph} q_D, \quad k(\epsilon) = \begin{cases} 2\hbar v_{ph} k(\epsilon), & \text{for } k(\epsilon) < q_D/2, \\ 2\hbar v_{ph} q_D, & \text{for } k(\epsilon) \geq q_D/2, \end{cases}
\]

(11)

is the maximal energy of a phonon that can be absorbed or emitted by an electron with energy \( \epsilon \) [51,52], \( \hbar q_D = \epsilon_D/v_{ph} \) is the Debye momentum, and \( k(\epsilon) \) is the momentum of an electron with energy \( \epsilon \), obtained from the dispersion relation given in Eq. (1).
By taking the functional derivative of Eq. (10) with respect to $f(E)$ [53], we obtain the collision rate associated with the $e$-$ph$ interaction, $1/\tau_{e-ph}(E) = \delta \, (\partial f / \partial t)_{e-ph} / \delta f(E)$,

$$\frac{1}{\tau_{e-ph}(E)} = \frac{D^2}{4\pi \rho (\hbar v_F)^2} \sqrt{\frac{m_e^*}{2E(1+C_E)}} \int_0^{\epsilon_{\text{max}}(E)} (E_{\text{ph}})^2 dE_{\text{ph}} \left[ (n_B(E_{\text{ph}}, T_{\text{ph}}) + f(E + E_{\text{ph}}))(1 + 2C(E + E_{\text{ph}})) + (n_B(E_{\text{ph}}, T_{\text{ph}}) + 1 - f(E - E_{\text{ph}}))(1 + 2C(E - E_{\text{ph}})) \right].$$

(12)

The $e$-$ph$ collision rate (12) is plotted in Fig. 1(b). It grows monotonically up to $k(E) = q_D/2$ ($E \sim 2.8 \, E_F$), beyond which point its energy dependence becomes much weaker.

To gain more insight into the dependence of $\tau_{e-ph}$ on material parameters, we simplify Eq. (12) by expanding its integrand in a power series in $E_{\text{ph}}$ since the phonon energy is small relative to the electron energy. After integration of the leading-order term of the integrand $(k_B T_{\text{ph}} E_{\text{ph}})$ one obtains

$$\frac{1}{\tau_{e-ph}(E)} \approx \frac{D^2 k_B T_{\text{ph}}}{4\pi \rho (\hbar v_F)^2} \frac{m_e^*}{\hbar k(E)(1 + 2C_E)} \left\{ \begin{array}{ll} 4k^2(E), & \text{for } k(E) < q_D/2, \\ q_D^2, & \text{for } k(E) \geq q_D/2, \end{array} \right.$$  

(13)

showing decent agreement with the exact expression given in Eq. (12) [see Fig. 1(b)]. The mismatch between Eqs. (12) and (13), including the diplike feature near $E_F$, can be resolved by incorporating higher-order terms. Equation (13) shows that $\tau_{e-ph}$ is proportional to the phonon temperature as in noble metals [54] and that nonparabolicity increases $\tau_{e-ph}$ by a factor of $k(E_F)(1 + 2C_E) \sim \sqrt{1 + C_E}(1 + 2C_E) \sim 2$, similar to the eDOS, as shown in Fig. 1(b).

As a comparison, we also plot the $e$-$ph$ collision rate as calculated without accounting for momentum conservation. This shows that the $e$-$ph$ collision rate can be strongly overestimated if momentum conservation is neglected. Indeed, due to the low electron density, the Fermi momentum ($k_F \approx 3.54 \text{ nm}^{-1}$) is much smaller than the Debye momentum of ITO ($q_D \approx 14.3 \text{ nm}^{-1}$), so that a substantial number of the phonons are prohibited from interacting with the electrons due to conservation of momentum. This can be further understood using a phase-space argument, as detailed in Appendix A.1. In particular, ignoring momentum conservation causes an approximately fivefold overestimate of the $e$-$ph$ collision rate around the Fermi energy [see Fig. 1(b)]. Consequently, this causes a 30-fold overestimate of the energy-transfer rate between the electrons and phonons (see Sec. III B). This behavior contrasts with the situation in noble metals, for which the Debye momentum (e.g., $q_D \approx 6.85 \text{ nm}^{-1}$ and $q_D \approx 8.14 \text{ nm}^{-1}$ for Au and Ag, respectively) is smaller than their Fermi momentum ($k_F \approx 11.57 \text{ nm}^{-1}$ and $k_F \approx 12 \text{ nm}^{-1}$ for Au and Ag, respectively). For that reason, in noble metals almost all electrons can interact with all phonons, such that neglecting momentum conservation is justified. Therefore, somewhat peculiarly, the contradictory effects of the higher Debye energy in ITO [which make $\tau_{e-ph}$ 4 times larger; see Eq. (13)] on the one hand, and the limitations on the allowed $e$-$ph$ scattering events imposed by the momentum conservation (which make it approximately 5 times smaller) on the other hand, make the overall magnitude of the $e$-$ph$ collision rate in ITO comparable to that in noble metals. The orange line corresponding to Au in Fig. 1(b) explicitly shows that near $E_F$, the $e$-$ph$ collision rates of ITO and Au are comparable.

C. The $e$-$e$ collision term

The $e$-$e$ interaction is responsible for the thermalization of the conduction electrons. The corresponding collision term is derived from the screened Coulomb interaction $U$, the potential of which in momentum space is written as

$$U(q) = \frac{e^2}{4\pi \varepsilon_0 \varepsilon_r} \int d^3r \frac{e^{-\frac{q r}{q_{TF}}}}{r} e^{-q r} = \frac{e^2}{\varepsilon_0 \varepsilon_r} \frac{1}{q^2 + q_{TF}^2},$$

(14)

where $q$ is the exchange of momentum between two electrons and $q_{TF}$ is the Thomas-Fermi wave vector, which is given by [29]

$$q_{TF}^2 = -\frac{4\pi^3 e^2}{\varepsilon_0 \varepsilon_r} \int dE \frac{\delta f}{\delta \rho_e(E)},$$

(15)

where $\varepsilon_r = 4$ represents the contribution of interband transitions to the permittivity [21,24]. Again, following Fermi’s golden rule as employed in Ref. [47] and accounting for the nonparabolicity of the conduction band, we obtain the population distribution change rate.
\[
\left( \frac{\partial f(E)}{\partial t} \right)_{e-e} = -\frac{3}{16\hbar^2 (2\pi)^3} \left( \frac{e^2}{\epsilon_0 \epsilon_r} \right)^2 \left( \frac{m^*_e}{\hbar^2 q_{TF}} \right)^3 \frac{\hbar}{\sqrt{2m^*_e (E + C E^2)}} \int dE_1 dE_2 dE_3 \\
\times (1 + 2CE_1)(1 + 2CE_2)(1 + 2CE_3) \left[ \frac{qq_{TF}}{q^2 + q_{TF}^2} + \tan^{-1} \left( \frac{q}{q_{TF}} \right) \right]^{q_{\text{max}}} \delta(E + E_1 - E_2 - E_3) \\
\times \left[ (1 - f(E_3))(1 - f(E_2))f(E_1) - (1 - f(E_1))(1 - f(E_2))f(E_3) \right],
\]

where \( q_{\text{min}} = \max(|k - k_2|, |k_1 - k_3|) \) and \( q_{\text{max}} = \min(k + k_2, k_1 + k_3) \). By taking the functional derivative of Eq. (16) with respect to \( f(E) \), we obtain the collision rate associated with the e-e interaction,

\[
\frac{1}{\tau_{e-e}(E)} = \frac{3}{16\hbar^2 (2\pi)^3} \left( \frac{e^2}{\epsilon_0 \epsilon_r} \right)^2 \left( \frac{m^*_e}{\hbar^2 q_{TF}} \right)^3 \frac{\hbar}{\sqrt{2m^*_e (E + C E^2)}} \int dE_1 dE_2 dE_3 \\
\times (1 + 2CE_1)(1 + 2CE_2)(1 + 2CE_3) \left[ \frac{qq_{TF}}{q^2 + q_{TF}^2} + \tan^{-1} \left( \frac{q}{q_{TF}} \right) \right]^{q_{\text{max}}} \delta(E + E_1 - E_2 - E_3) \\
\times \left[ (1 - f(E_3))(1 - f(E_2))f(E_1) + (1 - f(E_1))(1 - f(E_2))f(E_3) \right].
\]

To gain more insight into the nonparabolicity correction to the e-e collision rate, we substitute the electron distribution in the integrand of Eq. (17) by the Fermi-Dirac distribution function characterized by an electron temperature \( T_e \); after some algebra, we find

\[
\frac{1}{\tau_{e-e}(E)} \approx K \left\{ \left( \pi k_B T_e \right)^2 + (E - \mu(T_e))^2 \right\} + \frac{4}{3} \frac{C(E - \mu(T_e))}{(1 + 2C \mu(T_e))^3} \left( \pi k_B T_e \right)^2 + \cdots
\]

where the prefactor \( K \) is given by

\[
K = \frac{3}{32\hbar^2 (2\pi)^3} \left( \frac{e^2}{\epsilon_0 \epsilon_r} \right)^2 \left( \frac{m^*_e}{\hbar^2 q_{TF}} \right)^3 \frac{1}{k_B} \left[ \frac{2k_B q_{TF}}{4k^2 + q_{TF}^2} + \tan^{-1} \left( \frac{2k_B}{q_{TF}} \right) \right] (1 + 2C \mu(T_e))^3,
\]

in which \( \mu(T_e) \) and \( k_e = \sqrt{2m^*_e \mu(T_e)(1 + C \mu(T_e)) / \hbar^2} \) are the electron-temperature-dependent chemical potential and the corresponding momentum, respectively. This expression provides a generalization of Fermi liquid theory [53] to Drude materials with nonparabolic bands. Compared with the case of \( C = 0 \), the nonparabolicity overall causes an increase of the eDOS such that the e-e thermalization rate increases by a factor of \((1 + 2C \mu(T_e))^{3/2}(1 + C \mu(T_e))^{-5/4}\) [55] (approximately 1.5 for ITO at \( T_e = 500 \, K \)) and adds a small correction term that is linear with \( E - \mu(T_e) \) [56] [see Fig. 1(c)]. Equation (19) also shows the effect of the low electron density (and hence the smaller Fermi energy) in ITO—it not only results in a narrower energy dependence of \( \tau_{e-e}(E) \) but it also results in a smaller Fermi momentum and, more importantly, in weaker screening and thus a smaller Thomas-Fermi wave vector [57]. This causes the e-e collision rate in ITO to be approximately 10 times faster than that in Au; for an explicit comparison at \( E = \mu(500 \, K) + 1 \, eV \), see the orange dashed line in Fig. 1(c).

### III. RESULTS

In the following example, we solve the BE (3) in order to obtain the electronic (i.e., solid-state physics) response of bulk ITO systems subject to (modestly high level) pulsed illumination \( I_{\text{inc}} = I_0 e^{-4\ln(2)\tau_p / t_p} \), a wavelength of 1300 nm, a duration of \( \tau_p = 220 \, fs \), and a peak intensity of \( I_0 = 2.5 \, GW/cm^2 \). However, as for the uncertainty on the various material parameters, the following results also remain generic for other parameter values.

#### A. Electron dynamics

Figure 2 plots the electron distributions and the different terms corresponding to the BE in Eq. (3) at three different time slices, \( t = -\tau_p / 2 = -110 \, fs \), \( t = 0 \, fs \), and \( t = 110 \, fs \), corresponding to the full width at half maximum (FWHM) before the peak, at the peak, and after the peak of the pulse.

Figure 2(a) shows the initial electron distribution \( f(E) \) as a function of the normalized energy \( E / E_F \). The deviation from thermal equilibrium is clearly visible via the characteristic shoulders above the Fermi energy, corresponding
FIG. 2. (a),(e),(i) The electron distribution (black lines), (b),(f),(j) the photoexcitation (blue), (c),(g),(k) the e-ph interaction (green), and (d),(h),(l) the e-e interaction (orange) terms following the illumination of ITO by a short pulse. The left column shows the various terms at the FWHM before the peak of the pulse ($t = -\tau_p/2 = -110$ fs), the middle column at the center of the pulse ($t = 0$ fs), and the right column at the FWHM after the peak of the pulse ($t = +110$ fs) as a function of $E/E_F$ and the pulse peak intensity $I_0 = 2.5$ GW/cm². The inset in (b) is an enlargement of the region between $E = 1.5$ eV and $E = 3.5$ eV; it shows more clearly the origin of the multiple-step structure seen in (a). All terms have the same order of magnitude because of the pulsed nature of the illumination. The y axis is in log scale for (a), (e), and (i) and in symmetric log scale for all other subplots.

to one, two, etc., consecutive photon-absorption events; indeed, these have been observed previously for noble metals (see, e.g., Refs. [31,38,58]). They originate from the structure of the excitation term [Fig. 2(b)]. However, these shoulders gradually smooth out due to (the weak) e-ph collisions and (the much stronger) e-e collisions [see Figs. 2(c) and 2(d), respectively]. Indeed, at later times, the distribution rapidly approaches a thermal distribution [see Figs. 2(e) and 2(i)].

The corresponding evolution of the various terms is seen in the additional subplots of Fig. 2. It is interesting to note the differences with respect to the corresponding dynamics in noble metals. Specifically, due to the low Fermi energy, there is only a single $\hbar \omega$-wide region of negative rate of change of population ($\partial f/\partial t)_{exc}$ due to photon absorption below the Fermi energy but a corresponding multiple-shoulder structure of positive rate above the Fermi energy; the various shoulders are energy dependent due to the relatively strong energy dependence of the eDOS [see Fig. 1(a)]. Moreover, near the band minimum, photon absorption is weaker due to the vanishing eDOS. This leads to a sudden cutoff of $(\partial f/\partial t)_{exc}$ (5) near the band minimum.

The structure of the e-ph term corresponding to Eq. (10) is significantly different compared to its structure in noble metals [see Figs. 2(c), 2(g) and 2(k)]. The origin of this difference is the importance of momentum conservation along with the number-conserving nature of the e-ph interaction, both of which limit the possible scattering processes (see details in Appendix A2). Also notable is the increase in magnitude of the e-ph term in time; this is related to the rise of the overall electron energy and the rapid increase in the number of low-excess-energy electrons; this effect has already been shown in Ref. [28] to lead to an acceleration in the e-ph rate, which is not captured by the RTA.

Finally, Figs. 2(d), 2(h) and 2(l) show the rate of change of $f(E)$ due to e-e interactions corresponding to Eq. (16).
Its shape is similar to that in noble metals (cf. Ref. [39]), except near the band minimum and for $\mathcal{E} \approx \mathcal{E}_F + \hbar \omega_0$. This is due to the energy- and number-conserving nature of the $e$-$e$ interaction. Near the band minimum, the positive rate of change of population is enhanced due to the vanishing eDOS.

**B. Coarse-grained dynamics: The two-temperature model (TTM)**

Quite frequently, it is sufficient to consider the macroscopic dynamics of the energies of the electron and phonon subsystems, respectively. This can be achieved first by integrating over the product of the various terms in the BE (3) with the electron energy and eDOS (see, e.g., Refs. [29,39]), which provides the resulting total energy of the electron subsystem. Then, a dynamic equation for the phonon energy can be written down based on the total rate of energy transfer from the electron subsystem. In order to make the resulting equations more meaningful, it is customary to rewrite the resulting energies as the product of the respective heat capacities ($C_e$ and $C_{ph}$) and the electron and phonon temperatures. While the latter is well defined, it is well known that the notion of electron temperature cannot be defined clearly in the initial stages of the dynamics [28,31,59]. In this context, it is customary to extract an electron temperature by calculating the electron temperature $T_e$ for which the total energy of a Fermi-Dirac (i.e., thermal) distribution $f(T_e)$ (4) is the same as that of the true nonthermal distribution $f(E)$ (3) (see, e.g., Refs. [31,33,59]), namely,

$$U_e \equiv \int \mathcal{E} \rho_e(\mathcal{E}) f(\mathcal{E}) d\mathcal{E} = \int \mathcal{E} \rho_e(\mathcal{E}) f^T(\mathcal{E}, T_e) d\mathcal{E}.$$  \hspace{1cm} (20)

The extracted electron temperature emerges as a well-defined electron temperature once the distribution thermalizes [59]. Since $e$-$e$ interactions conserve the energy of the electron subsystem, the integrated BE takes the form

$$C_e \frac{dT_e}{dt} = P_{abs} - G_{e-ph}(T_e - T_{ph}),$$ \hspace{1cm} (21)

where $T_e$ is referred to as the effective electron temperature. In general, the extracted and effective values of $T_e$ are not the same, since thermalization is assumed to be instantaneous in Eq. (21). The equation for the phonon temperature is given by

$$C_{ph} \frac{dT_{ph}}{dt} = G_{e-ph}(T_e - T_{ph}),$$ \hspace{1cm} (22)

where $G_{e-ph}$ is the $e$-$ph$ coupling. Note that since we are interested in the ultrafast dynamics, we ignore heat transfer to the environment (assumed to be at the environment temperature), as this process occurs on a much longer time scale. Equations (21)–(22) constitute the so-called “two-temperature model”; the advantage of such a coarse-grained model is considerable, as it is significantly simpler to solve compared with the BE and it serves as the basis for temperature-based permittivity models.

The TTM parameters are usually hard to measure directly. However, as an exception, the phonon heat capacity has been measured to be $C_{ph} \approx 2.54 \times 10^6 \text{ J m}^{-2} \text{K}^{-1}$ [60] and similar values arise from a direct calculation. More frequently, the TTM parameters are calculated theoretically using thermal distributions at the effective electron temperature. For noble metals, relatively simple expressions for the various emerging parameters can be obtained (see, e.g., Refs. [59,61]); in particular, the electron heat capacity is proportional to $T_e$, and the $e$-$ph$ coupling is approximately $T_e$ independent. These parameters, however, are significantly more complicated in LEDD materials compared to noble metals because of the non-parabolicity and especially because of the much smaller electron density (and hence the smaller Fermi energy $\mathcal{E}_F$). In principle, the TTM parameters can be evaluated through integral expressions (see Eqs. (25) and (26) below). However, in what follows, we also provide approximate analytical expressions for these parameters; these expressions are suitable for any value of the intrinsic parameters of ITO (or other LEDD materials), which indeed vary due to the fabrication and/or doping conditions (see, e.g., Refs. [1,8,9]).

One effect of the smaller $\mathcal{E}_F$ is that the dependence of the chemical potential on the temperature is not negligible as in noble metals [62]. To see this, we employ the Sommerfeld expansion [26,63] to express the total energy of the electron subsystem $U_e$ as a Taylor expansion in powers of $\hbar \mathcal{E}_F$, assuming purely thermal electron distributions. In standard textbooks (e.g. Ref. [26]), the expansion is usually kept up to the second order only. However, since the Fermi energy of ITO is much lower than that of metals and since the incoming illumination intensity is strong such that the electron temperature might become non-negligible with respect to the Fermi temperature (e.g., approximately $10^4$ K in ITO), one needs to keep the expansion at least up to the fourth order, namely,

$$U_e \approx \int_0^{\mu(T_e)} \mathcal{E} \rho_e(\mathcal{E}) d\mathcal{E} + \frac{\pi^2}{6 (k_b T_e)^2} \frac{d (E \rho_e(\mathcal{E}))}{d \mathcal{E}} \bigg|_{\mathcal{E} = \mu(T_e)}$$

$$+ \frac{7 \pi^4}{360} (k_b T_e)^4 \frac{d^3 (E \rho_e(\mathcal{E}))}{d \mathcal{E}^3} \bigg|_{\mathcal{E} = \mu(T_e)}.$$ \hspace{1cm} (23)

Then, the temperature-dependent chemical potential $\mu(T_e)$ is determined using number conservation,

$$\mu(T_e), T_e) d\mathcal{E} = \int_0^{\mathcal{E}_F} \rho_e(\mathcal{E}) f^T(\mathcal{E},$$

$$\mu(T_e), T_e) d\mathcal{E} = \int_0^{\mathcal{E}_F} \rho_e(\mathcal{E}) d\mathcal{E}, \text{i.e.,}.$$
and dot-dashed lines correspond to the numerical values and analytical forms (Eqs. (24) for $\mu$ and (25) for $C_e$), respectively. The dotted line in (b) corresponds to the linear approximation of $C_e$, indicating the deviation from the linear dependence above $T_e \sim 1300$ K. (c) The e-ph coupling coefficient $G_{e\text{-ph}}$ as a function of the electron temperature [Eq. (26)] (blue solid line) and its zero-temperature limit [Eq. (28)] (blue dotted line). The blue dashed line represents the case without accounting for momentum conservation [Eq. (27)]. The orange dashed lines in (a)–(c) correspond to Au.

$$\mu(T_e) \approx \mathcal{E}_F - \frac{(\pi k_B T_e)^2}{6} \frac{1}{\rho_e(\mathcal{E}_F)} \frac{d \rho_e(\mathcal{E})}{d \mathcal{E}} \bigg|_{\mathcal{E}_F},$$  

where $\int_0^{\mathcal{E}_F} \rho_e(\mathcal{E}) d\mathcal{E}$ is the number of electrons at zero temperature (which is indeed the same as that at 300 K). This expression is plotted in Fig. 3(a) versus the exact numerical solution. Unlike LEDD materials, the change in $\mu_e$ with $T_e$ is quite negligible for noble metals (e.g., Au) for most practical purposes; see the orange dashed line in Fig. 3(a).

Similarly to $\mu$, the exact integral definition of the electron heat capacity can be approximated as

$$C_e(T_e) \equiv \frac{dU_e}{dT_e} = \frac{d}{dT_e} \left[ \int \mathcal{E} \rho_e(\mathcal{E}) f(T_e, \mathcal{E}) d\mathcal{E} \right]$$

$$\approx \frac{\pi^2 k_B^2}{3} T_e \left[ \rho_e(\mu) + \mu \rho_e^{(1)}(\mu) \right] + \frac{7\pi^4 k_B^4}{90} T_e^3 \left[ 3 \rho_e^{(2)}(\mu) + \mu \rho_e^{(3)}(\mu) \right]$$

$$+ \frac{d\mu}{dT_e} \left( \rho_e(\mu) + \frac{(\pi k_B T_e)^2}{6} [2 \rho_e^{(1)}(\mu) + \mu \rho_e^{(2)}(\mu)] + \frac{7(\pi k_B T_e)^4}{360} [2 \rho_e^{(3)}(\mu) + \mu \rho_e^{(4)}(\mu)] \right),$$

where $\rho_e^{(n)}(\mu) = d^n \rho_e(\mathcal{E}) / d\mathcal{E}^n \bigg|_{\mu}$ and $\mu(T_e)$ is given by Eq. (24). As shown in Fig. 3(b), up to $T_e \sim 1300$ K, the electron heat capacity scales linearly with the electron temperature (viz. $C_e \approx \gamma_e T_e$ with $\gamma_e = \pi^2 k_B^2 [\rho_e(\mu) + \mu \rho_e^{(1)}(\mu)] / 3$ [64]). Note that the value of $\gamma_e$ for ITO [and hence the value of $C_e$ and its $T_e$ dependence (12.7 J m$^{-3}$ K$^{-2}$)] is much smaller than for noble metals, e.g., $\gamma_e = 67.6$ J m$^{-3}$ K$^{-2}$ for gold (Au) [65]. This smaller value of $\gamma_e$ in ITO is associated with the lower electron density; indeed, compared to noble metals, the eDOS is evaluated at the much lower chemical potential, giving rise to a smaller value for $\gamma_e$. Furthermore, the cubic dependence of $C_e$ (emerging from the fourth-order term in the Sommerfeld expansion of the electron energy) provides decent accuracy only up to $T_e \sim 3500$ K.

In particular, in this regime of electron temperatures, $C_e$ experiences a sublinear growth due to the decrease of $\mu$ with temperature.

Lastly, the e-ph coupling coefficient $G_{e\text{-ph}}$ can be obtained by evaluating the energy transferred from the electron to the phonon subsystem, i.e., $(\partial U_e / \partial T_e)_{e\text{-ph}} = \int \mathcal{E} \rho_e(\mathcal{E}) (\partial f / \partial T)_{e\text{-ph}} d\mathcal{E}$, where $(\partial f / \partial T)_{e\text{-ph}}$ is given by Eq. (10). As for $C_e$, we substitute the Fermi-Dirac distribution at the effective electron temperature for $f$ and expand the integrand in a power series in $\mathcal{E}_{\text{ph}}$. Similar to noble metals, we find that the leading-order term is proportional to the difference between the electron and phonon temperatures, i.e., $(\partial U_e / \partial T)_{e\text{-ph}} \approx -G_{e\text{-ph}} (T_e - T_{\text{ph}})$, where the e-ph coupling coefficient is given by
collision ensures that electrons with momentum $\hbar v_{\text{ph}}$ can only absorb or emit phonons with momentum ranging from 0 to $2k_F$ (see details in Appendix A1). In ITO, the momentum of many of the electrons is much smaller than the Debye momentum (due to $k_F = q_D/4$), so the maximal momentum of a phonon that can be absorbed or emitted by an electron increases with the momentum of the electron. Therefore, when the electron temperature increases, more electrons occupy higher-energy states; these higher-energy electrons can then interact with higher-energy phonons, leading to faster transfer of energy from the electrons to the phonon subsystem and, thus, to an increase in $G_{\text{e-ph}}$.

In contrast, in noble metals, the momentum of electrons is much larger than the Debye momentum, so that the maximal energy of a phonon that can be absorbed or emitted by electrons is limited by the Debye momentum instead of the electron momentum, so that $G_{\text{e-ph}}$ is independent of the electron temperature [29,30,39,69,70].

To gain more insight into $G_{\text{e-ph}}$, we analyze Eq. (26) in some simple limits. First, we consider the $e$-ph coupling coefficient without accounting for momentum conservation. This corresponds to the first term (the first two lines)

$$G_{\text{e-ph}}(T_e) = \frac{D^2 m_e^* \kappa B}{4(\pi \hbar)^3 \rho (h \nu_{\text{ph}})^4} \int_0^\infty d\mathcal{E} \int_0^{\mathcal{E}_D} (\mathcal{E}_{\text{ph}})^2 d\mathcal{E}_{\text{ph}} \times \left[ (1 + 2C\mathcal{E}) \text{sech}^2 \left( \frac{\mathcal{E} - \mu}{2k_B T_e} \right) \right]$$

and where $\mathcal{E}_{\text{ph}}^{\text{max}}$ is given by Eq. (11).

Similar to the other TTM parameters, the $e$-ph coupling coefficient $G_{\text{e-ph}}$ attains a different and more complex form compared to noble metals. Indeed, we plot the electron-temperature dependence of $G_{\text{e-ph}}$ (26) in Fig. 3(c). First, we find that the magnitude of $G_{\text{e-ph}}$ of ITO (approximately $3 \times 10^{16}$ J m$^{-3}$ K$^{-1}$ s$^{-1}$) is similar to that of Au (approximately $2.5 \times 10^{16}$ J m$^{-3}$ K$^{-1}$ s$^{-1}$ [29,66,67]) although the Debye energy of ITO is 4 times larger than that of Au. The reason is that conservation of momentum prohibits a large portion of the phonons from interacting with the electrons, similar to the $e$-ph collision rate in Sec. II B. Second, Fig. 3(c) shows that quite different from noble metals, $G_{\text{e-ph}}$ of ITO increases with the electron temperature. This is again a direct result of the momentum-conservation constraint. In general, the momentum conservation in $e$-ph collision ensures that electrons with momentum $\hbar v_{\text{ph}}$ can only absorb or emit phonons with momentum ranging from 0 to $2k_F$ (see details in Appendix A1). In ITO, the momentum of many of the electrons is much smaller than the Debye momentum (due to $k_F = q_D/4$), so the maximal momentum of a phonon that can be absorbed or emitted by an electron increases with the momentum of the electron. Therefore, when the electron temperature increases, more electrons occupy higher-energy states; these higher-energy electrons can then interact with higher-energy phonons, leading to faster transfer of energy from the electrons to the phonon subsystem and, thus, to an increase in $G_{\text{e-ph}}$.

In contrast, in noble metals, the momentum of electrons is much larger than the Debye momentum, so that the maximal energy of a phonon that can be absorbed or emitted by electrons is limited by the Debye momentum instead of the electron momentum, so that $G_{\text{e-ph}}$ is independent of the electron temperature [29,30,39,69,70].

To gain more insight into $G_{\text{e-ph}}$, we analyze Eq. (26) in some simple limits. First, we consider the $e$-ph coupling coefficient without accounting for momentum conservation. This corresponds to the first term (the first two lines)
a few hundred femtoseconds (dictated by the pulse duration) and then decays due to e-ph interactions. However, the total electron heating in ITO is much higher than in Au. The reason for that is the difference in the values of the corresponding heat capacities; indeed, at low temperatures, the electron heat capacity is linear with the electron temperature (i.e., $C_e \sim \gamma_e T_e$) and $\gamma_e$ for ITO is about 5 times smaller than in Au (as already mentioned above, $\gamma_e = 67.6 \text{ J m}^{-3} \text{ K}^{-2}$ in Au [65] and $\gamma_e = 12.7 \text{ J m}^{-3} \text{ K}^{-2}$ obtained for ITO). As a rough estimate, one can ignore e-ph heat transfer in the initial stages of the dynamics, so that the temperature rise can be easily shown to scale as $\sqrt{U_{\text{abs}}/\gamma_e}$ (see, e.g., Ref. [71]). The ratio of the maximal temperature rise in ITO and Au (approximately 2100 K and approximately 900 K, respectively) is indeed given roughly by $\sqrt{67.6/12.7} \sim 2.3$.

Another notable difference is that the rate of decrease of the (effective) electron temperature (and, correspondingly, the rise time of the phonon temperature) is faster in ITO compared to Au [see Fig. 4(a)]. To leading order, these rates are determined by the ratio $G_{\text{e-ph}}(T_e - T_{\text{ph}})/C_e$; since $C_e$ is lower and $T_e$ is higher in ITO but $G_{\text{e-ph}}$ is comparable in ITO and Au, the rates in ITO are higher [see Fig. 4(b)]. Nevertheless, since the phonon heat capacity and the heat absorption are similar in both ITO and Au, the eventual phonon temperature reached is similar in the two systems (not shown).

IV. DISCUSSION AND OUTLOOK

We see that the lower electron density along with the nonparabolicity distinguishes the electron and heat dynamics in ITO (and, more generally, LEDD materials) from those in noble metals. In particular, we identify significant differences in the e-ph interactions, a faster $e-e$ collision rate, a much stronger dependence of the TTM parameters on the electron temperature, and a different overall heating and dynamics due to a lower electron heat capacity. The analytical expressions obtained for the TTM parameters allow an easy investigation of other LEDD materials.

We also show that the TTM matches remarkably well the dynamics of the extracted electron temperature as well as those of the phonon temperature. Nevertheless, the TTM has known limitations in noble metals; in particular, it assumes $a$ priori that the $e-e$ scattering is fast enough to establish a thermal distribution of electrons before significant energy is transferred to the phonons and it cannot account for the accelerating rate of $e$-ph collisions [28]. While this is a problematic assumption for noble metals, it has been shown in Ref. [72] that this assumption holds well in light metals such as Na, Cs, Rb, and K. In that respect, the condition of validity of the TTM in ITO does not strictly hold; yet the faster $e$-e collision rate makes it closer to being satisfied in comparison to noble metals.

In order to improve upon the TTM, it is customary to add a dynamical equation for the total nonthermal energy (see, e.g., Refs. [39,73–76] for noble metals or Ref. [12] for ITO); this is usually done within the RTA, requiring a somewhat ambiguous choice of an energy-averaged decay coefficients of the nonthermal energy to the (thermal) electron and phonon subsystems. Whether or not such an improvement is necessary requires a rigorous consideration of the permittivity (or, for example, the reflectivity) dynamics; this might reveal differences between the thermal and nonthermal dynamics. This complicated task is left for a future paper.

In this vein, the current work is a starting point for modeling the permittivity dynamics of ITO and other LEDD materials, as well as the observed spectral broadening and fast switching, both for pulses that are a few hundred femtoseconds long as well as shorter ones. In this
context, it would be of great interest to unravel the physical mechanism underlying the nonlinear optical response of ITO at increasingly high illumination intensities. Our formulation can provide the explanation for the high damage threshold, a key to any application, and the decrease of the reflection decay rate with the pump peak intensity observed in Ref. [77]. Our work is the starting point for the study of the nonlinear response at higher intensities and shorter pulses, enabling a list of applications such as pulse shaping and optical switching, efficient frequency conversion, terahertz emission, etc. [1,7]. Given that ITO is a CMOS-compatible material, all of these important applications are directly relevant to our findings since these applications require a thorough understanding of the electron dynamics and the associated nonlinear response. Moreover, heat management in optical communication systems is a major concern for the development of modern data centers. As such, an improved understanding of the heat dynamics in ITO systems is crucial to optical communication systems.
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1. The phase-space argument for e-ph scattering

In the main text, we assert that the e-ph collision term, the corresponding energy exchange rate, and the coupling coefficient can be dramatically overestimated in ITO if momentum conservation is not taken into consideration. However, since it is difficult to deduce how conservation of momentum is manifested in Eqs. (9)–(12), we provide below a detailed phase-space argument.

Let us consider an electron that initially has an energy \( E_1 \) interacting with phonons having energy \( E_{\text{ph},1} \) or \( E_{\text{ph},2} \), as shown by the green and red diamonds, respectively, in Figs. 5(a) and 5(c). Without loss of generality, we assume that the electron initially has momentum \((0, k_1, 0)\), represented by the black dot in momentum space [see Fig. 5(b)]. If the electron absorbs the phonon with energy \( E_{\text{ph},1} \), the energy of the electron is changed to \( E_1 + E_{\text{ph},1} \) due to the conservation of energy. The possible final states can then be represented by a sphere (a circle on the \( k_z = 0 \) plane) the radius of which is equal to the magnitude of the momentum \( \sqrt{2m_e (E_1 + E_{\text{ph},1})/\hbar} \), represented by the green circle in Fig. 5(b). Meanwhile, the momentum of the electron is changed to \((0, k_1, 0) + q_1\) due to conservation of momentum, where \( q_1 \) is the momentum of the absorbed phonon satisfying the linear energy-momentum dispersion \( q_1 = E_{\text{ph},1}/(\hbar v_{\text{ph}}) \) as shown in Fig. 5(c). The possible final states satisfying momentum conservation can then be represented by a sphere (a circle on the \( k_z = 0 \) plane) centered at \((0, k_1, 0)\) and having a radius of \( q_1 \) [the green dashed circle in Fig. 5(b)] in momentum space. Therefore, the true possible final electron states satisfying both energy and momentum conservation can then be identified by the intersection of these two spheres in the three-dimensional (3D) momentum space (two circles on the \( k_z = 0 \) plane), as shown by the green dot in Fig. 5(b).

Now, if the initial electron were to interact with the phonon with energy \( E_{\text{ph},2} \) and momentum \( q_2 \), the final

![FIG. 5.](image)

(a) A plot showing the possibility of interaction between electrons with energy \( E \) and phonons with energy \( E_{\text{ph}} \): green, interacting; red, noninteracting. The inset shows that electrons with energy \( E_1 \) can absorb a phonon with energy \( E_{\text{ph},1} \) but cannot absorb a phonon with energy \( E_{\text{ph},2} \). (b) The phase-space argument of the e-ph interaction. The black, green, and red circles, respectively, represent the states having energies \( E_1, E_1 + E_{\text{ph},1} \) and \( E_1 + E_{\text{ph},2} \) on the \( k_z = 0 \) plane in the momentum space. The green (red) dashed circles represent the possible states that can be reached if an electron with energy \( E_1 \) and momentum \((0, k_1, 0)\) (black dot) absorbs a phonon with energy \( E_{\text{ph},1} \) (\( E_{\text{ph},2} \)). The intersection between the green solid and dashed circles represents the final electron state of the scattering process. No intersection between the red solid and dashed circles indicates that no final state can be reached. (c) The linear energy-momentum relation of the acoustic phonon. The phonon states with energy \( E_{\text{ph},1} \) (\( E_{\text{ph},2} \)) and momentum \( q_1 \) (\( q_2 \)) are represented by the green (red) diamonds.
electron would have energy $\varepsilon_1 + \varepsilon_{\text{ph},2}$ [represented by the red circle in Fig. 5(b)] and momentum $(0, k_1, 0) + q_z$ [represented by the red dashed circle in Fig. 5(b)]. However, these two circles (two spheres in the 3D momentum space) do not intersect each other, indicating that no final state can be reached and thus the electrons with energy $\varepsilon_1$ do not interact with the phonons with energy $\varepsilon_{\text{ph},2}$.

Since the phonon energy is usually much smaller than the electron energy ($\varepsilon_D \ll \varepsilon_1$ in the above example), the initial and final energies ($\varepsilon_1$ and $\varepsilon_1 + \varepsilon_{\text{ph},1}$, respectively) of the electron are very close to each other [that is why the black, green, and red circles nearly overlap with each other in Fig. 5(b)]. However, the initial and final momentum of the electron can be very different and the magnitude of the momentum difference can range from 0 to approximately $2k_1$. Therefore, electrons with momentum $k_1$ (energy $\varepsilon_1$) interact only with phonons having momentum smaller than approximately $2k_1$ [energy smaller than $\sqrt{8m^*\varepsilon_{\text{ph}}^2(1 + C\varepsilon_1)}$, represented by the light green line in Figs. 5(a) and 5(c)] [78]. This happens for electrons having momentum smaller than $q_D/2$ (or energy smaller than $\varepsilon_{\text{min},D} = 1/2C \left( \sqrt{1 + C\varepsilon_D^2/2m^*\varepsilon_{\text{ph}}^2} - 1 \right)$ [see Fig. 5(a)]. For ITO, $q_D/2 \approx 2k_F$ is much larger than the Fermi momentum ($\varepsilon_{\text{min},D} \approx 2.46$ eV is much larger than its Fermi energy), such that a substantial number of phonons are prohibited from interacting with electrons [see Fig. 5(a)], resulting in a much smaller $e$-$\text{ph}$ coupling coefficient than that without accounting for momentum conservation in the $e$-ph collisions [see the comparison shown in Fig. 3(c)].

2. The function shape of the $e$-$\text{ph}$ collision term in the Boltzmann equation

The conservation of momentum not only reduces the number of phonons available for $e$-$\text{ph}$ collisions but also causes $(\partial f(\varepsilon)/\partial t)_{e\text{-ph}}$ to exhibit a very different shape from the shape characteristic of noble metals (see, e.g., Refs. [30,39,59]), as shown in Figs. 2(c), 2(g), 2(k), and 6(a)–6(c). To gain a deeper understanding of this, we simplify Eq. (10) by expanding its integrand in a power series in $\varepsilon_{\text{ph}}$. After some algebra, we find that $(\partial f(\varepsilon)/\partial t)_{e\text{-ph}}$ is dominated by three terms, namely,

$$
\left( \frac{\partial f(\varepsilon)}{\partial t} \right)_{e\text{-ph}} \approx \frac{D^2}{4\pi\rho(\hbar v_{\text{ph}})^2} \left[ \left( \frac{\varepsilon_{\text{ph}}^\text{max}}{4} \frac{\partial}{\partial\varepsilon} \left( f(\varepsilon)(1 - f(\varepsilon)) \right) \right) + \left( \frac{\varepsilon_{\text{ph}}^\text{max}}{5} \frac{\partial^2}{\partial\varepsilon^2} f(\varepsilon) \right) \right.
+ 276(\varepsilon_{\text{ph}}^\text{max})^2(1 + C\varepsilon_1) f(\varepsilon)(1 - f(\varepsilon))^2 H(\varepsilon)H(\varepsilon_{\text{min},D} - \varepsilon),
$$

where $\varepsilon_{\text{ph}}^\text{max}(\varepsilon) = \min(\varepsilon_D, \sqrt{8m^*\varepsilon^2(1 + C\varepsilon)}))$ is the maximal energy of a phonon that can be absorbed or emitted by an electron with energy $\varepsilon$ [the boundary between the green and red regimes in Fig. 6(a)]. The first term is proportional to the first derivative of $f(\varepsilon)(1 - f(\varepsilon))$ with respect to $\varepsilon$. The second term is proportional to the second derivative of $f(\varepsilon)$ with respect to $\varepsilon$. The third term is proportional to $f(\varepsilon)(1 - f(\varepsilon))$; it is nonzero only for $0 < \varepsilon < \varepsilon_{\text{min},D}$ (see the two Heaviside step functions) and it ensures electron-number conservation in the $e$-$\text{ph}$ interaction, i.e., $\int \rho_e(\varepsilon) (\partial f/\partial t)_{e\text{-ph}} d\varepsilon = 0$. For noble metals, $\varepsilon_{\text{min},D}$ is much smaller than Fermi energy such that $\varepsilon_{\text{ph}}^\text{max}(\varepsilon) = \varepsilon_D$ for most of the electrons and the contribution from the third term becomes negligible. In this case, Eq. (A1) reduces to the usual differential form of the $e$-$\text{ph}$ collision [30].

Figures 6(d)–6(l) show the three terms in Eq. (A1) as a function of the electron energy at three different times: before ($t = -110$ fs), at the center of ($t = 0$ fs), and after ($t = +110$ fs) the peak of the pulse. The shape of these three terms can be explained by the (smoothened) multi-stair-step structure of $f(\varepsilon)$ [see Fig. 2(a)]. Since the third term in Eq. (A1) has the simplest form (proportional to approximately $f(\varepsilon)(1 - f(\varepsilon))$) and the first term is proportional to the first derivative of $f(\varepsilon)(1 - f(\varepsilon))$, we start by explaining the function shape of the third term, then the first term, and lastly the second term.

To explain the function shape of the third term, we first look at the multi-stair-step structure of $f(\varepsilon)$ at $t = -110$ fs as shown in Fig. 2(a). The step of $f(\varepsilon)$ near $\varepsilon_F$ is due to the Fermi-Dirac nature. Around this step, $f(\varepsilon)$ changes from approximately 1 to approximately 0, while $1 - f(\varepsilon)$ changes from approximately 0 to approximately 1. This leads to a peak in the third term of Eq. (A1) (approximately $f(\varepsilon)(1 - f(\varepsilon))$) near the Fermi energy [see Fig. 6(j)]. The small step of $f(\varepsilon)$ near $\varepsilon_F + \hbar\omega$ is created by the photon absorption (the nonthermal shoulder). Around this step, $f(\varepsilon)$ changes from approximately $10^{-2}$ to approximately $10^{-4}$, while $1 - f(\varepsilon)$ is nearly equal to 1. This causes the third term of Eq. (A1) (approximately $f(\varepsilon)(1 - f(\varepsilon))$) to have a steplike shape near $\varepsilon_F + \hbar\omega$ (instead of a peak) [see
FIG. 6. (a)–(c) The e-ph collision term in Eq. (10) [the same as Figs. 2(c), 2(g), and 2(k)]. (d)–(f) The first term, (g)–(i) the second term, and (j)–(l) the third term of Eq. (A1) following illumination of ITO by a short pulse. The left column shows the various terms at the FWHM before the peak of the pulse ($t = -110$ fs), the middle column at the center of the pulse ($t = 0$ fs), and the right column at the FWHM after the peak of the pulse ($t = +110$ fs) as a function of $E/E_F$ and pulse intensity $I_{inc} = 2.5$ GW/cm$^2$. The y axis is in symmetric log scale.

For $t = 0$ and $t = 110$ fs, due to the e-e collision, the electron distribution is smeared out [see Figs. 2(e) and 2(i)]. This also smears out the peak and the step of the third term in Eq. (A1) [see Figs. 6(k) and 6(l)]. The peak and the step of $f(E)(1 - f(E))$ then, respectively, lead to a Lorentzian dispersion shape near the Fermi energy and a dip near $E_F + h\omega$ in the first term of Eq. (A1), since it is proportional to the first derivative of $f(E)(1 - f(E))$ [see Figs. 6(d)–6(f)]. Finally, since the second term of Eq. (A1) is proportional to the second derivative of $f(E)$ with respect to $E$, it has a Lorentzian dispersion shape near $E_F$ and $E_F + h\omega$ [see Figs. 6(g)–6(i)].

Both the first and the second terms have a Lorentzian dispersion shape near $E_F$ but they are in opposite sign; the combination of these two terms thus also has a Lorentzian dispersion shape. Combining this with the peak from the third term results in the complicated shape of $(\partial f / \partial t)_{e-ph}$ near the Fermi energy. Finally, the dip of $(\partial f / \partial t)_{e-ph}$ near $E_F + h\omega$ is mainly contributed by the first term in Eq. (A1) [see Figs. 6(a)–6(c)].

3. The analytical expression of the e-ph coupling coefficient $G_{e-ph}$

In this section, we provide the analytical expression of the $T_e$-dependent $e$-ph coupling coefficient $G_{e-ph}$ [Eq. (26)]. We follow the procedure mentioned in the main text, exchange the integral order, and separate the rhs of Eq. (26) into two terms, $G_{e-ph}(T_e) = G_{e-ph}^{(0)}(T_e) + G_{e-ph}^{(1)}(T_e)$:

$$
G_{e-ph}^{(0)}(T_e) \approx \frac{D^2}{4\pi^3 \rho (h\nu_{ph})^2} \frac{m_e^2 k_B}{\hbar^5} \int_0^{\infty} dE_{ph}(E_{ph})^3 \int_0^{\infty} dE \frac{E(1 + 2CE)}{(2k_B T_e)^2} \times \left[ (1 + 2CE) \text{sech}^2 \left( \frac{E - \mu}{2k_B T_e} \right) \tanh \left( \frac{E - \mu}{2k_B T_e} \right) - 4Ck_B T_e \text{sech}^2 \left( \frac{E - \mu}{2k_B T_e} \right) \right]
$$

(A2)
and

\begin{align*}
G^{(1)}_{e-ph}(T_e) & \approx -\frac{D^2}{4\pi^3 \rho (h\nu_{ph})^4} \frac{m_e^2 k_B}{\hbar^3} \left\{ \int_0^{E_D} dE_{ph}(E_{ph})^3 \int_0^{E_{min}} \frac{E(1 + 2CE)}{(2k_B T_e)^2} dE \\
& \times \left[ (1 + 2CE) \text{sech}^2 \left( \frac{E - \mu}{2k_B T_e} \right) \tanh \left( \frac{E - \mu}{2k_B T_e} \right) - 4Ck_B T_e \text{sech}^2 \left( \frac{E - \mu}{2k_B T_e} \right) \right] \\
& + \int_0^{E_D} dE_{ph}(E_{ph})^3 \frac{E_{min}}{4k_B T_e} (1 + 2E_{min})^2 \text{sech}^2 \left( \frac{E_{min} - \mu}{2k_B T_e} \right) \right\},
\end{align*}

(A3)

where $E_{min}(E_{ph}) = 1/2C \left( \sqrt{1 + C(E_{ph})^2/2m_e^2 v_{ph}^2} - 1 \right)$ is the minimum energy of an electron that can absorb or emit a phonon with energy $E_{ph}$. Next, we change the variables from $E$ to $x = E - \mu/2k_B T_e$ and from $E_{ph}$ to $x_{min} = E_{min} - \mu/2k_B T_e$ so that

\begin{align*}
\int_0^{\infty} dE = \int_{x_0}^{\infty} (2k_B T_e) dx, \\
\int_0^{E_{min}} dE = \int_{x_0}^{E_{min}} (2k_B T_e) dx, \\
\text{and} \int_0^{E_D} dE_{ph}E_{ph} = \\
\frac{1}{2} \frac{8m_e^2 v_{ph}^2}{(2k_B T_e)} \int_{x_0}^{x_D} dx_{min} (1 + 4Ck_B T_e(x_{min} - x_0)),
\end{align*}

where $x_0 = -\mu/k_B T_e$, $x_D = E_{min,D} - \mu/k_B T_e$ and $E_{min,D} = 1/2C \left( \sqrt{1 + C E_{D}/2m_e^2 v_{ph}^2} - 1 \right)$. Then, Eqs. (A2) and (A3) become

\begin{align*}
G^{(0)}_{e-ph} & \approx -\frac{D^2}{4\pi^3 \rho (h\nu_{ph})^4} \frac{m_e^2 k_B E^4_D}{4 \hbar^3} \int_{x_0}^{\infty} dx \left[ (x - x_{0})(1 + 4Ck_B T_e(x - x_{0}))^2 \text{sech}^2(x) \tanh x \\
& - 4Ck_B T_e(x - x_{0})(1 + 4Ck_B T_e(x - x_{0}))\text{sech}^2(x) \right]
\end{align*}

(A4)

and

\begin{align*}
G^{(1)}_{e-ph} & \approx -\frac{D^2}{4\pi^3 \rho (h\nu_{ph})^4} \frac{m_e^2 k_B}{\hbar^3} \frac{8m_e^2 v_{ph}^2}{(2k_B T_e)^2} \\
& \times \left\{ \frac{1}{2} \int_{x_0}^{x_D} dx_{min} (x_{min} - x_{0})(1 + 2Ck_B T_e(x_{min} - x_{0}))(1 + 4Ck_B T_e(x_{min} - x_{0})) \\
& \times \int_{x_0}^{x_{min}} dx \left[ (x - x_{0})(1 + 4Ck_B T_e(x - x_{0}))^2 \text{sech}^2(x) \tanh x - 4Ck_B T_e(x - x_{0})(1 + 4Ck_B T_e(x - x_{0}))\text{sech}^2(x) \right] \\
& + \frac{1}{4} \int_{x_0}^{x_D} dx_{min} (x_{min} - x_{0})^2 (1 + 2Ck_B T_e(x_{min} - x_{0}))(1 + 4Ck_B T_e(x_{min} - x_{0}))^2 \text{sech}^2(x_{min}) \right\}.
\end{align*}

(A5)

To evaluate Eqs. (A4) and (A5) analytically, we define

\begin{equation}
g_n(x) \equiv \frac{x^n}{n!} - \ln 2 - \frac{x^{n-1}}{(n-1)!} - \left( -\frac{1}{2} \right)^{n-1} \text{Li}_n(-e^{-2x}), \quad n \in \mathbb{Z}.
\end{equation}

(A6)

One can verify that $g_n(x) = dg_{n+1}(x)/dx$, $g_{-2}(x) = -2\text{sech}^2(x)\tanh(x)$ and $g_{-1}(x) = \text{sech}^2(x)$. The integral in Eqs. (A4) and (A5) can thus be expressed using

\begin{equation}
\int_{x_0}^{x_{min}} dx (x - x_{0})^m g_n(x) = \sum_{r=0}^{m} \frac{(-1)^r m!}{(m-r)!} (x_{min} - x_0)^{m-r} g_{n+r+1}(x_{min}) - (-1)^m g_{n+m+1}(x_0)
\end{equation}

(A7)
and

\[
\int_{x_0}^{x_D} dx_{\min}(x_{\min} - x_0)^k \int_{x_0}^{x_D} dx(x - x_0)^m g_n(x) \\
= \sum_{r=0}^{m} \sum_{s=0}^{m+k-r} \left[ \frac{(-1)^{r+s}m! (m+k-r)!}{(m-r)! (m+k-r-s)!} g_{n+r+s}(x_D) \right] \\
- \sum_{r=0}^{m} \left[ \frac{(-1)^{m+k+s}m! (m+k-s)!}{(m-r)! g_{n+m+k+2}(x_0)} \right] (x_D - x_0)^{m+k-r+s} g_{n+m+r+s}(x_D),
\]

(A8)

where \( m \) and \( k \) are positive integers.

One can then obtain the full analytical expression of \( G_{e-ph}(T_e) \) by substituting Eqs. (A7)–(A8) into Eqs. (A4) and (A5). Since the full expression is too long, we do not present it here. At low electron temperatures, i.e., \( k_B T_e \ll \mu \), we have \( e^{-\mu/k_B T_e} \to 0 \), \( \ln(1 + e^{\mu/k_B T_e}) \to \mu/k_B T_e \), and \( L_{ij}(-e^{-\mu/k_B T_e}) \to -2(\mu/2k_B T_e)^2 \); then, the sum of Eqs. (A4) and (A5) reproduces Eq. (28).

**APPENDIX B: THE ELECTRON-CHARGED IMPURITY COLLISION TERM**

In addition to the \( e-e \) and \( e-ph \) collisions, it has been found that electron–charged-impurity \( (e-imp) \) interactions are another dominant scattering mechanism in thin-film ITO \[50,79\]. Here, we adopt the Brooks-Herring approach \[52\] to model the electron–charged-impurity scattering via a screened Coulomb interaction,

\[
V(r) = \frac{Ze}{4\pi \varepsilon_0 \varepsilon_b |r - R|} e^{-q_{TF}|r - r|},
\]

(B1)

where \( Z \) is the charge of the impurity and \( R \) is its position. \( \varepsilon_b \) arises from the contribution of the interband transitions to the permittivity. Following the procedure in Ref. [47] based on Fermi’s golden rule, the transition rate from a state \( |k'\rangle \) to a state \( |k\rangle \) is given by

\[
W(k, k') = \frac{2\pi}{\hbar} |\langle k | (-e) \hat{V} | k' \rangle|^2 \delta(E_{k} - E_{k'}). 
\]

(B2)

Note that it is equal to the transition rate of the reverse process \( W(k', k) \). The scattering matrix element is

\[
\langle k | (-e) \hat{V} | k' \rangle = -\frac{1}{V} \int d^3r e^{-i\mathbf{k} \cdot \mathbf{r}} \frac{Ze^2}{4\pi \varepsilon_0 \varepsilon_b |\mathbf{r} - \mathbf{R}|} e^{-q_{TF}|r - r'|} \\
= -\frac{1}{\varepsilon_0 \varepsilon b V |\mathbf{k} - \mathbf{k}'|^2 + q_{TF}^2}.
\]

(B3)

From the respective transition rate, the scattering term (in momentum space) in the Boltzmann Eq. (3) can then be written as

\[
\left( \frac{\partial f_k}{\partial t} \right)_{e-imp} = N_{imp} \sum_{k'} \left[ W(k, k') f_{k'}(1 - f_k) - W(k', k) f_k(1 - f_{k'}) \right],
\]

(B4)

where \( N_{imp} \) is the total number of impurities \[80\]. The factor \( f_k(1 - f_{k'}) \) of \( W(k, k') \) represents the probability of electron occupation in the initial state \( |k\rangle \) and of electron vacancy in the final state \( |k'\rangle \). Using \( \partial f(\mathcal{E})/\partial t = 1/4\pi \int d\cos \theta d\phi dE f_k(1 - f_k) \), we find

\[
\left( \frac{\partial f(\mathcal{E})}{\partial t} \right)_{e-imp} = \frac{1}{4\pi} \int d\cos \theta d\phi dE \frac{N_{imp} V}{(2\pi)^3} \int k'^2 dk' d\cos \theta_{kk'} d\phi_{kk'} \\
\times \left( \frac{Ze^2}{\varepsilon_0 \varepsilon b V} \right)^2 \left[ f_k(1 - f_{k'}) - f_k(1 - f_k) \right] \delta(E_{k} - E_{k'}) \left( k^2 + k'^2 - 2kk' \cos \theta_{kk'} + q_{TF}^2 \right)^{-1} = 0.
\]

(B5)

This means that the electron–charged-impurity scattering does not change the electron distribution \( f(\mathcal{E}) \) \[26\]. In fact, this result is not surprising because the initial state and the final state have the same energy in the scattering process [see Eq. (B2)]. However, the electron–charged-impurity scattering contributes to the decoherence, while the corresponding relaxation rate is nonzero and hence contributes to the damping term of the permittivity:

\[
\frac{1}{\tau_{e-imp,k}} = \frac{N_{imp}}{V} \frac{2\pi}{\hbar} \frac{1}{(2\pi)^3} \left( \frac{Ze^2}{\varepsilon_0 \varepsilon b} \right)^2 \frac{\pi}{k^2} \frac{dk}{d\mathcal{E}} \\
\times \left[ \left( 1 - \frac{q_{TF}^2}{2k^2} \right)^2 - 1 \right]^{-1}.
\]

(B6)
In contrast to the $e$-ph and $e$-$e$ relaxation rates (see Ref. [81]), the $e$ – imp relaxation rate is independent of the electron distribution [26].


[31] L. D. Pietanza, G. Colonna, S. Longo, and M. Capitelli, Non-equilibrium electron and phonon dynamics in metals


48] This value of the deformation potential is obtained by fitting the ITO permittivity (at room temperature) calculated by the Lindhard formula [82] with that measured experimentally [24].


54] From Eq. (15), one can deduce that the Thomas-Fermi wave vector is proportional to the square root of the eDOS at the Fermi energy [26]. Therefore, compared with the case of $C = 0$, $q_T$ is larger by a factor of $(1 + C_\mu(T_e))^{1/4}$ and $k_F$ is larger by a factor of $(1 + C_\mu(T_e))^{1/2}$. Together with the factor $(1 + 2C_\mu(T_e))^5$ coming from the increase of eDOS, the $e$- $\gamma$ thermalization rate increases by a factor of approximately $(1 + 2C_\mu(T_e))^{1/2}(1 + C_\mu(T_e))^{-5/4}$.

55] Note that the term $(\gamma - \mu(T_e))$ in Eq. (18) should not be replaced by $\hbar\omega/2$, since it involves all possible electron states, rather than only those excited from the Fermi energy by photon absorption.

56] The Thomas-Fermi wave vector is proportional to the square root of the eDOS at the Fermi energy [26]; thus, it decreases with the electron density.


61] This is reminiscent of what happens in semiconductors [26, 83, 84].


63] Due to nonparabolicity, the dependence of $\gamma_e$ on the electron density is not straightforward. In contrast, in its absence, $\gamma_e$ reduces to the familiar expression $\gamma_e = \pi^2 n k_F^2/2E_F$.


66] For Au, Eq. (27) becomes $E_{\mathrm{D}}^{(\mathrm{Au})} = D^*m_0\varepsilon^4_e/16(\pi\hbar)^3\rho(\hbar\nu_{\mathrm{ph}})^4$; with the known parameters for Au [29] (viz. the deformation potential $D = 19.3$ eV, Debye energy $\varepsilon_D = 0.014$ eV, mass density $\rho = 19.3 \times 10^3$ Kg/m$^3$, and...
phonon velocity $v_{ph} = 3240$ m/s), one obtains the above value.

[68] The same reasoning explains why an increase in the phonon temperature does not have a significant effect [see Eq. (26)].


[78] This explains why the polar integral in Eq. (9) is nonzero only when $q \lesssim 2k$.


[80] In Eq. (B5), we can see that $\partial f / \partial t$ is proportional to $N_{imp} V / V^2 = N_{imp} / V$, the impurity density.


