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Abstract

We study a divisible Participatory Budgeting model where agents determine both
the total volume of expanses and the specific allocation. Our proposed mechanism is
constructed as a modification of VCG to a less typical environment, namely where
we do not assume quasi-linear utilities nor direct revelation. We show that it satisfies
strategy-proofness in strictly dominant strategies. While incentives alignment in our
mechanism, as in classic VCG, is achieved via individual payments we charge from
agents, in a PB context that seems unreasonable. Our second main result thus pro-
vides that, under further specifications relevant in that context, these payments will
vanish in large populations. In the last section we expand the mechanism’s definition
to a class of mechanisms in which the designer can prioritize certain outcomes she
sees as desirable.

1 Introduction

With growing popularity worldwide, Participatory Budgeting1 (PB) lets residents of a mu-
nicipal authority to collectively decide on the allocation of public resources [1]. In accordance
with most real-life PB implementations, much of the technical PB literature is dedicated to
budget allocations among public projects with indivisible costs ([29, 2], among many oth-
ers). Here, we study a ’divisible’ PB model [17, 15, 27] where costs are completely flexible.
Intuitively, that model describes more of a high level division of the budget among several
public goods or city departments, e.g. education, transportation, public parks and so on,
rather than concrete projects.2 Moreover, in our model agents also determine the total
volume of expanses they wish to fund through taxation.

Formally, a population of n agents is facing the following budgeting problem. There
exist an initial budget of B0 ≥ 0 available for the funding of m ≥ 1 public goods. The
budget decision we seek is a pair (x, t) where t ∈ [−B0

n ,∞) is a monetary sum (”tax”)
that each agent adds to (or subtracts from) the budget, and x ∈ ∆m := {x ∈ Rn|xj ≥
0 ∀j,

∑
j xj = 1} represents the allocation of the resulting budget Bt = B0 + nt among the

m goods. Note that we allow t < 0, meaning that some of the initial budget B0 will be
distributed equally among agents rather than fund public expenditures. We are interested
in constructing a collective decision mechanism to which every agent submits her preferred
budget decision, and one that is incentive compatible (IC) particularly. Table 1 demonstrates
how agents might report to such mechanism their preferences for budget allocation among
three municipal services. Note e.g. that agent a suggests an individual payment of t = 20
each, and so to allocate a total of B0 +3t = 100+ 3 · 20 = 160. Also note that agents b and
c propose the same normalized allocation xb = xc ∈ ∆3 but differ in their preferred tax.

1.1 Contribution and Paper Structure

The Inroduction will proceed with a discussion on our modeling choices and its relation to
existing literature. After introducing the full model in Sections 2, in Section 3 we introduce

1 ’The Participatory Budget Project’: https://www.participatorybudgeting.org/
2Although examples of specific projects that can be implemented fractionally do also exist - https:

//pbstanford.org/boston16internal/knapsack.
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Tax (t) Education (x1) Parks (x2) Transport (x3)
agent a 0 60 (0.6) 30 (0.3) 10 (0.1)
agent b 20 32 (0.2) 48 (0.3) 80 (0.5)
agent c -20 8 (0.2) 12 (0.3) 20 (0.5)

Table 1: An example voting profile for three alternatives and three agents, with an initial
budget B0 = 100.

a welfare maximizing, strategy-proof in strictly dominant strategies (SDSIC) mechanism for
the above problem. As an immediate corollary of SDSIC, it implements the social opti-
mum as a Coalition-Proof Nash Equilibrium [7]. Conceptually, we see two main advantages
in including the tax policy in the collective decision: granting the community with higher
control over economic policies that shape their reality; and providing valuable feedback to
the social planner on the real intensity to which the community values public expanses.
Without it, classic PB only informs us on the relative preference among projects. Essen-
tially, the mechanism we introduce is a VCG mechanism adapted to our PB environment,
an adaptation that is not straight-forward for mainly two reasons. Most importantly, be-
cause our utility model does not satisfy quasi-linearity. Section 3.1 shows how that can be
tackled using the information entailed in agents’ reports, that in our case also includes their
preferences regarding monetary transfers. Beyond that, VCG involves monetary transfers
among agents, that seems inappropriate in a PB context. Thus, in Section 4 we show that
these modified ”VCG payments” we construct vanish in large populations, under the further
assumption that agents utility is a function of per capita spending. It is important to note
that in our setting the collectively chosen outcome itself includes homogeneous tax payments
that finance public expenditures, whereas the (heterogeneous) modified VCG payments are
charged on top of that, only to serve the purpose of aligning incentives. Our desire is to
diminish the payments of the latter type. Then in section 5, we expand the mechanism
to a class of mechanisms that insert a bias towards outcomes that the designer may see as
favourable.

1.2 Our Modelling Approach

For its most part, the divisible PB literature adopts or generalizes the same assumptions
used for PB with indivisible projects, which in turn stem from standard modelling assump-
tions in voting and computational social choice. In particular, strategy-proof (by its full
meaning) mechanisms have so far been proposed for two types of utility models, namely,
the spatial model [19, 17] and the binary additive model [10, 3]. However, we argue that
divisible budget allocation is much closer in nature to problems typically treated within
microeconomic framework [28, 34, 6]. Hence, it makes more sense to adopt conventional
economic assumptions regarding demand and utility, as found in [15] and as we do here.3

That includes:

• Additive concave utilities model [15, 21, 31], that is, that agents’ utility is expressed
as Ui(X) =

∑
j αi,jθj(Xj) where Xj where Xj is the amount spent on public good j

and θj is an increasing concave function for all j, (smoothly) expressing the plausible
assumption of decreasing marginal gains. (αi,j are scalars that vary between agents).
As we assume that part of the budget is collected via a tax-per-agent t, our model
adds on the above the disutility of a voter from the tax payment.

• Optimal points characterized by the MRS conditions, that follows from the concavity
and some additional conventions on utilities [22].

3For a thorough discussion on existing models’ limitations see the full version of the paper [32].
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• Utility depends on public investment per capita. (that we add to the model in Section
4). On a large scale, it is reasonable that the quality of public goods depends more on
spending per capita rather than on the nominal amount.4

In contrast, elicitation is an issue that has received much more attention in the literature
of mechanism design and computational social choice than in microeconomics. For example
there is a live discussion in the context of indivisible PB on the tradeoff between expres-
siveness of the ballot and effort required for elicitation [16, 5]. Similarly, we argue that it
does not make sense to assume that we have direct access to voters’ preferences, and here
we adopt from computational social choice the assumptions that voters simply report their
most preferred allocation, as in [17].

In terms of applicability, however, the obvious shortcoming of our utility model is that
it requires us to explicitly specify the concave functions {θj}j , as well as the disutility
from monetary losses we add, which are fairly abstract. Importantly, we do not assume
that agents are ’aware’ of their assumed utility function, but, conventionally, only know their
preferences regarding the decision space, that presumably can be interpreted as derived from
an underlying utility model [22]. Of course, any such model would be an approximation at
best. Nevertheless, it is fair to assume that any choice of monotonically increasing concave
functions probably better approximates individuals’ preferences—and thereby incentives—
than the spatial model or a linear additive model [11].

1.3 Further related literature

The Economic literature on public goods markets, equilibria and optimal taxation is abun-
dant. ([28, 31, 6], to name just a few). While our work adopts a similar approach to
modelling and also optimizes social welfare, this branch of the literature rarely discusses
mechanisms. One exception that we know of is found in [23], in which the socially optimal
outcome is implemented in strictly dominant strategies using a method very similar to ours,
however for quite a different utility model. To the best of our knowledge, the only existing
PB mechanism that included tax in the collective decision previously to ours was studied
by Garg et al. [18] in the context of experimenting ’iterative voting’ mechanisms. Inter-
estingly, it may suggest some supporting evidence in favour of the additive concave utility
model over spatial models in that context. Two other previous works [1, 11] incorporated
private funding into a PB model, albeit in the form of voluntary donations that every agent
can choose freely and not as a collectively decided sum that is collected from (or paid to)
everyone, as we consider here.

The literature on divisible PB is relatively narrow. In terms of incentive compatibility,
[17] and [10] presented the soundest results, under a spatial and binary utility models,
respectively. For additive concave utilities, [15] and [19] introduce mechanisms that satisfy
some relaxations of strategy-proofness. Aziz et al. [3] presented IC mechanisms for an
additive linear model similar to that in [10], although their model is primarily motivated
by randomized approval mechanisms. A similar utility model is also found in [29]. Overall,
in relation to the divisible PB field, this work offers an SDSIC mechanism under concave
additive utilities, to the best of our knowledge for the first time.

In the VCG area, [24] and [25] also deal with generalizations of VCG to non quasi-
linear utility models, however quite different than the one we consider here. Moreover, our
desire for diminishing the (modified) VCG payments resembles the idea of redistribution
in mechanism design [12, 20]. Such methods are especially relevant in a discrete decision
space and can eliminate surplus only partially, while in our model the complete (asymptotic)
vanishing is much thanks to the continuity of the decision space.

4See for example https://data.oecd.org/gga/general-government-spending.htm, and [28].
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Much of the PB literature deals with the concept of fair allocations [15, 27, 2]. While
not a primary goal of our model, we show that the designer can bias the allocation closer
to a favorable allocation—including one they see as fair.

2 Model and Preliminaries

We denote by ∆m the set of distributions over m elements, and use [m] as a shortcut for
{1, . . . ,m}. A set of n agents (voters) need to collectively reach a budget decision (x, t)
described as follows. t ∈ R is a lump-sum tax collected from every agent. x ∈ ∆m is
an allocation of the total available budget Bt := B0 + nt among some m pre-given public
goods, where B0 is an external, non tax-funded source of public funds. t is restricted only by
t > −B0

n , meaning that voters can decide either to finance a budget larger than B0 through
positive taxation, or allocate some of it to themselves directly (negative taxation). The
collective decision is taken through some voting mechanism to which every agent submits
her most preferred budget decision (x(i), t(i)).

2.1 Preferences

We introduce here a concise description of the utility model we use. For a broader discussion
on its justification and possible relaxations see the full version of the paper [32]. Every agent i
is associated with a type αi = (αi,1, . . . , αi,m, αi,f ) ∈ ∆m×R++ where αi,j ≥ 0 ∀j,

∑
j αi,j =

1 and αi,f > 0. We use two different notions of utility functions. First, the valuation of
agent i for budget decision (x, t) is given by

vi(x, t) : =

m∑
j=1

αi,jθj
(
xj ·Bt

)
− αi,ff(t)

In some places we use Xj := xj · Bt (and X accordingly). Since our model involves
additional payments beyond the collected tax t, we write the overall utility of agent i when
the budget decision is (x, t) and she is charged with a payment pi as

ui(x, t, pi) =

m∑
j=1

αi,jθj(xj ·Bt)− αi,ff(t+ pi)

In a more general sense, we also write uα and vα for functions of a hypothetical ”type α”
agent. We assume the following on the functions {θ}mj=1 and f .

Assumption 1. For all 1 ≤ j ≤ m, θj : D → R,D ∈ {R+,R++} (where R+ := {x ∈ R|x ≥
0}, R++ := {x ∈ R|x > 0}) is increasing and strictly concave, and limXj→0 θ(Xj) ≤ 0.

Assumption 2. f : R → R is increasing, strictly convex in (−∞, 0] and strictly concave
in [0,∞), and f(0) = 0. We assume that f is either continuously differentiable in all R or
anywhere but the origin, in which case limz→0+−

f ′(z) = ∞. 5

Our formulation of the disutility function f follows Kahneman and Tversky’s Prospect
Theory [30, 9], that assumes loss aversion in relation to monetary transfers, that is risk
aversion with respect to gains while risk seeking with respect to losses.

We define a mapping g that takes any type α and outputs the optimal budget decision
w.r.t. vα, in other words that maps types to votes.

5In principle, our analysis requires differentiable utility functions. However, the most natural examples
of elementary increasing concave functions, the logarithmic and power functions, are not differentiable at
zero, albeit still enables our results. Thus, for the sake of giving more intuitive and simple examples, we
will allow a diverging derivative at zero.
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Definition 1. For all α ∈ ∆m×R++, define g(α) : ∆
m×R++ → ∆m× [−B0

n ,∞) such that

g(α) = (x(α), t(α)) ∈ argmax
(x,t)

vα(x, t)

If that optimum is not unique, g chooses one arbitrarily. In some places we use this
notation somewhat abusively, ignoring that indecisiveness in the specific choice of g(α).
Since every agent reports (x(i), t(i)) = g(αi), we want g(α) to entail the full description of
the underlying type α. Moreover, our SDSIC result will also depend on that decisiveness.
This is provided by our next assumption.

Assumption 3 (MRS characterization). For every type α ∈ ∆m × R++, there exists an
optimal point w.r.t. vα, (x

(α), t(α)) ∈ argmax(x,t) vα,
6 and moreover, every such optimum

satisfies the following MRS conditions:

nθ′j(x
(α)
j ·Bt(α))

f ′(t(α))
=
αf

αj
∀αj > 0, and αj = 0 =⇒ x

(α)
j = 0.

That characterization of optimal points, which is merely the first order conditions derived
from the optimization of vα, is a widely adopted convention in Economic literature [22, 28,
21, 8], and that will hold under a vast range of plausible circumstances in our model,
e.g. every internal optimal point satisfies the MRS equations. We refer the reader to the
full version [32] for a full discussion on the foundations of that assumption and possible
relaxations.

Hence, a budgeting instance I = {m,n,B0, α⃗, {θj}j∈[m], f} is defined by the number of
public goods m, number of agents n, initial budget B0, the type profile α⃗ = (αi, . . . , αn) and
functions {θj}j∈[m], f that respect Assumptions 1,2,3. For example,

Example 1 (Running example). Consider an instance with B0 = 0,m = 2, n = 3, where
for every agent i ∈ [3], the valuation is:

vi(x, t) :=

2∑
j=1

αi,j ln(xj · 3t)− αi,f

√
t (1)

2.2 Mechanisms

The mechanism we introduce in the next section is designed to maximize the social welfare∑
i vi(x, t). However, agents do not report their full valuations vi(·, ·) explicitly but rather

their votes g(αi) = (x(i), t(i)) ∀i ∈ [n]. Assumption 3, however, provides that this is enough
to fully recover the underlying types, as g(α) defines α uniquely.

Corollary 1. For any given optimal point (x, t) there exists a unique type α ∈ ∆m ×R++

such that (x, t) = g(α) ∈ argmax(x′,t′) vα(x
′, t′).

That is not difficult to see, since the m linear MRS equations above (Assumption 3),
along with

∑
j αj = 1, has a unique solution.

Example 2 (Running example, cont.). Every agent submits the optimal budget decision
g(αi) = (x(i), t(i)) ∈ ∆m×[−B0

n ,∞) that maximizes (1). Using the above Corollary, we infer

every agent’s underlying type αi from
(x

(i)
j ·3t(i))−1

(2
√
t(i))−1

=
αi,f

αi,j
if x

(i)
j > 0, and αi,j = 0 otherwise.

6Note that the ’existence’ here means that t(α) < ∞ for all types, meaning that no agent would ever
wish to fund an infinite budget through infinite taxation.
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For example, the voting profile on the left can only be induced by the type profile αRE on
the right (RE for Running Example).

(votes) t X
(i)
1 (x

(i)
1 ) X

(i)
2 (x

(i)
2 )

voter 1 6.25 13.125 (0.7) 5.625 (0.3)
voter 2 2.36 0 (0) 7.1 (1)
voter 3 4 6 (0.5) 6 (0.5)

(types) αi,1 αi,2 αi,f

i = 1 0.7 0.3 0.8
i = 2 0 1 1.3
i = 3 0.5 0.5 1

Thanks to Corollary 1, we may consider w.l.o.g. only Direct Revelation [26] mechanisms
that take the explicit type profile as input, although that is not in fact what we assume. A
mechanism is thus a pair M(α⃗) = (ϕ(α⃗), p(α⃗)) where α⃗ is the type profile, ϕ is a social
choice function that outputs a budget decision and p assigns a payment pi for each agent i.

3 Utility-Sensitive VCG

In this section section we present our proposed mechanism (Def. 4) and discuss its properties.
We start with the payment function p.

3.1 Payments

Essentially, the payments we define are VCG payments adjusted to our non quasi-linear
setup.[13] In general, the social choice function in a VCG mechanism ϕV CG outputs the
socially optimal outcome Ω∗ := argmaxΩ

∑
i vi(Ω) and payments are defined as follows.

Definition 2 (VCG payments).

pV CG

i = −
∑
k ̸=i

vk(Ω
∗) + h(α⃗−i) ∀i ∈ [n]

where h(α⃗−i) could be any function of α⃗−i, the partial type profile submitted by all
agents excluding i. The VCG model assumes Quasi-linear utility functions, meaning that

(∗) ui
(
V CG(α⃗)

)
= vi(Ω

∗)− pV CG

i =
∑
k

vk(Ω
∗)− h(α⃗−i)

The above expression is the key property on which truthfulness of a VCG mechanism relies.
However, in our model the effect of the payment is not linear, as it is mediated through

f . If we näıvely charge agents with the VCG payments, their utility would be:

ui =
∑
j

αi,jθj
(
x∗jBt∗

)
− αi,ff

(
t∗ + pV CG

i

)
̸= vi(x

∗, t∗)− pV CG

i ,

and thus we cannot apply (*) to show truthfulness. However, we can adjust the payments
appropriately so that the key property (∗) is maintained.

Definition 3 (Utility-Sensitive VCG Payments). Let Ω∗ = (x∗, t∗) ∈
argmax(x,t)

∑
i∈[n] vi(x, t) be the socially optimal budget decision. For every agent i,

we define the utility-sensitive VCG payment pUS as

pUS

i = −t∗ + f−1
(
f(t∗) +

1

αi,f
pV CG

i

)
∀i. (2)

Lemma 1. Let Ω∗ = (x∗, t∗) be the social optimum and pUS
i the utility sensitive VCG

payment given in 3 above. Then ui(Ω
∗, pUS

i ) = vi(x
∗, t∗)− pV CG

i =
∑

k vk(Ω
∗)− h(α⃗−i).
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The proof is straight-forward.

Remark 1. Here is where the inclusion of t in the decision space becomes crucial for our
analysis. If we had only asked agents for their preferred allocation x ∈ ∆m, we would have
no information on the αf coefficients, and thus could not have use Definition 3 to set the
payments appropriately.

Definition 4 (Utility-Sensitive VCG). The Utility-Sensitive VCG (US-VCG) mecha-
nism M is defined by M(α⃗) :=

(
Ω∗, pUS

)
for any input profile α⃗.

3.2 Incentive Compatibility

Definition 5. A mechanism M is dominant strategy incentive compatible (DSIC)
if for all i ∈ [n], αi ∈ ∆m × R++, α⃗−i ∈ (∆m × R++)

n−1 and every α′ ∈ ∆m × R++ s.t.
α′ ̸= αi,

ui(M(αi, α⃗−i)) ≥ ui(M(α′, α⃗−i))

If that inequality is strict for all i, αi, α⃗−i and α′ we say that M is strictly dominant
strategy incentive compatible (SDSIC).

Theorem 1. The US-VCG mechanism is SDSIC.

Remark 2. In general, VCG mechanisms only satisfy the weaker DSIC. Beyond being
technically stronger, the SDSIC property brings a significant improvement in terms of ro-
bustness against manipulating coalitions, namely that truthfully reporting the types forms
a Coalition-Proof Nash Equilibrium (CPNE). See appendix B for a detailed discussion and
proof.

Before moving on to the proof, we point out here to some very useful characteristic of our
model that plays a major role in both of our main results (Theorem 1 below and Theorem 2
in Section 4). That is that the outcome Ω∗ depends solely on the average of types reported
by all agents. Let ᾱ := 1

n

∑
i∈[n] αi denote the types mean. Now, simply changing the order

of summation in the social welfare∑
i

vi(x, t) =
∑
i

[∑
j

αi,jθj(xjBt)− αi,ff(t)
]
=

∑
j

[∑
i

αi,jθj(xjBt)− αi,ff(t)
]

=
∑
j

nᾱjθj(xjBt)− nᾱff(t) = n · vᾱ(x, t)

shows that:

Observation 1. In any budget decision (x, t), the social welfare is given by
∑

i vi(x, t) =
n · vᾱ(x, t). Consequently, the social optimum Ω∗ = (x∗, t∗) maximizes

∑
i vi(x, t) if and

only if it maximizes vᾱ(x, t), in other words Ω∗ = g(ᾱ).

Example 3 (Running example, cont.). For the utility functions from Eq. (1) we have

g(α) =
(
(α1, α2),

(
2
αf

)2)
. The average type in the type profile αRE from Example 2 is

ᾱ =
(
0.4, 0.6, 1.03

)
, and thus the budget decision chosen by M is g(ᾱ) =

(
(0.4, 0.6), 3.74

)
.

Note that in addition, by Observation 1 the social optimum Ω∗ is computed in linear
time. As for payments, the typical choice for h(α−i) is the ”Clarke Pivot Rule” h(α−i) =∑

k ̸=i vk(M(α−i)) =
∑

k ̸=i vk(g(ᾱ−i)) [13], meaning, charging every agent with the social
welfare of others in her absence. With that choice, computing every agent’s payment is
as hard (or as easy) as computing the outcome Ω∗. We end this section with the proof of
Theorem 1 below.
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Proof. Fix i, αi and ᾱ−i. Note that by Observation 1 the US-VCG mechanism outputs
g(ᾱ), and, by Lemma 1,

ui(M(α⃗)) =
∑
k

vk(g(ᾱ))− h(α⃗−i) = n · vᾱ(g(ᾱ))− h(α⃗−i)

Now, assume that i falsely reports α′
i ̸= αi. Inevitably, that shifts the mean preferences to

some ᾱ′ ̸= ᾱ, and the social optimum that M outputs to g(ᾱ′). Due to Corollary 1, g(ᾱ′)
is certainly not an optimum of vᾱ, and therefore:

ui(M(α′
i, α⃗−i)) = n · vᾱ(g(ᾱ′))− h(α⃗−i)

< n · vᾱ(g(ᾱ))− h(α⃗−i) = ui(M(αi, α⃗−i))

4 Vanishing Payments Under Per-Capita Utilities

In this section we show that payments become negligible in large populations. While these
payments are essential for aligning incentives, charging additional money from voters is
not desired in a PB context. For the technical proofs, we will have to further specify the
utility model so that it captures some important feature of divisible PB, which has been
(justifiably) overlooked in past literature as well as in this work up to this point. That is,
that the utility achieved from a given spending Xj on some public good j must also depend
on the number of people that enjoy it, n. The reason we only have to address that now
is that in this section we analyse the asymptotic behavior of payments w.r.t. n, and in
our model the overall budget Bt = B0 + nt depends on it directly. The following example
illustrates the problem.

Example 4. Consider a budgeting instance where m = 1, B0 = 0, θ(nt) = (nt)p and f(t) =
tq for some 0 < p < q < 1. A type αf agent thus maximizes her utility uαf

= (nt)p − αf t
q

at

t =
[αfq

p

] 1−q
1−p · n1−q −−−−→

n→∞
∞

That is a very unlikely result, whatever that sole public good may be. There is no
reason to expect that larger populations would wish to pay infinitely larger taxes, nor is it
the situation found in reality. The model allows that because every tax unit payed by an
individual is presumably ”matched” n − 1 times by others, thus making the substitution
rate grow proportionally with n. However, while larger societies probably do have larger
available resources, they are also likely to have greater needs. Just as a country’s economic
state is conventionally measured by its GDP index, on the large scale the quality of public
goods should be associated with spending per capita rather than with nominal spending.7

Hence, we now narrow down the definition of vi(x, t) to

Definition 6 (per capita valuations of public expenditures).

vi(x, t, n) =

m∑
j=1

αi,jθj(
xj ·Bt

n
)−αi,ff(t) =

m∑
j=1

αi,jθj(xj(b0+ t))−αi,ff(t) where b0 :=
B0

n
.

Note that all of our previous results follow through since for any fixed n, θj(Xj/n) is
a particular case of θj(Xj). Realistically, the dependency on n might not be necessarily
that we assumed, and we take θj(Xj/n) as a benchmark and relatively simple case of a

more general class of functions of the form θj(Xj , n). While for some public goods
Xj

n

7See for example https://data.oecd.org/gga/general-government-spending.htm, and [28].
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may capture the relation adequately—for example, the quality of an education system
surely depends on its resources per child—for others it may serve more as a large scale
approximation—e.g., if the city offers free cloud services that allocates space equally among
users, the total number of users affects each of them only to the point where the provided
space exceeds their needs. Still, the benefit for users must be somehow connected the to
the available space per user (which is determined by spending).

Some comments on the notations before we proceed. First, in this section we define
h(α⃗−i) in the VCG payments as the conventional Clarke pivot-rule [13] function that charges
a voter with the social welfare of all others in her absence h(α⃗−i) =

∑
k ̸=i vk(g(ᾱ−i)), making

the VCG payments

pV CG

i = −
∑
k ̸=i

vk(g(ᾱ)) +
∑
k ̸=i

vk(g(ᾱ−i)) = (n− 1)
(
vᾱ−i(g(ᾱ−i))− vᾱ−i(g(ᾱ))

)
where the second equality is by Observation 1. Next, we give an alternative representation
for valuation functions that would ease the technical analysis significantly.

Definition 7 (Alternative representation of valuation functions). Define the vector valued
function V : ∆m × R → Rm+1

V (x, t) = (θ1(x1(b0 + t)), . . . , θm(xm(b0 + t)),−f(t))

For every α ∈ ∆m × R, we write the valuation function vα as the dot product of α and V :

vα(x, t) =
∑
j

αjθj(xj(b0 + t))− αff(t) = α · V (x, t)

In these notations, the VCG payments are written as

pV CG

i = (n− 1)ᾱ−i ·
(
V (g(ᾱ−i))− V (g(ᾱ))

)
Our main result in this section, Theorem 2, basically says that the expression above con-
verges to zero as n → ∞. For that we must have that g(ᾱ−i) → g(ᾱ) as ᾱ−i → ᾱ with
n, and fast enough. Thus, it relies on the guarantees we can provide for g’s smoothness
around the solution g(ᾱ). In our running example, for instance, it is easy to check that g is
as smooth as you can wish for.

Example 5 (Running example, cont.). Consider again Example 1, this time with per

capita valuations: vα(x, t) =
∑2

j=1 αj ln(xj · t) − αf

√
t. Then g(α) = ((α1, α2), (

2
αf

)2) is

continuously differentiable for all α ∈ ∆2 × R++ (and in particular at ᾱ). 8

The next lemma establishes the continuity of g at the solution g(ᾱ) when that is uniquely
defined, which is sufficient for Theorem 2 that follows. We defer its proof to the appendix.

Lemma 2. For any given α ∈ ∆m × R, if vα has a unique global maximum then

lim
β→α

g(β) = g(α).

Note that (a) this statement is not obvious because we did not assume that g is contin-
uous, and (b) it holds for any function g that follows Definition 1, i.e. the specific arbitrary
choice of g(β) in case vβ has multiple optima is irrelevant.

One last preliminary definition, and we are ready.

8Note that in this case, moving to per capita valuations does not change g(α) as taking ln
(

xj ·3t
3

)
instead

of ln(xj · 3t) merely adds a negative factor to vα.
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Definition 8. The characteristic triplet in a budgeting instance I is σ = (b0, µ, ᾱ) where

• b0 := B0

n ≥ 0 is the non tax funded budget source per capita.

• ᾱ := 1
n

∑
k αk ∈ ∆m × R is the mean preferences vector of all agents.

• 1/µ < αi,f < µ ∀i ∈ [n].

Theorem 2. Let σ = (b0, µ, ᾱ) such that vᾱ has a unique global maximum at g(ᾱ). Then
for every ϵ > 0 there exists nϵ(σ) such that in every budgeting instance with characteristic
triplet σ and n > nϵ(σ),

|pUS

i | < ϵ ∀i ∈ [n].

As stated, Theorem 2 means that prices vanish if the population is sufficiently large
while not taking into account the likely possibility that in reality, new members that join a
community might change it’s characteristic parameters b0, µ and ᾱ. That is, we are saying
that in any given community with known parameters (b0, µ, ᾱ), prices will be arbitrarily
small if the population is large enough. Thus, as there is no reason to assume some corre-
lation between these parameters and the population’s size, the theorem essentially implies
that prices are likely to be small, even negligible, in larger societies.

Proof. The pV CG payments are defined as the loss an agent imposes on all others by partic-
ipating, and are therefore always non-negative. Now,

0 ≤ pV CG

i = (n− 1)ᾱ−i

(
V (g(ᾱ−i))− V (g(ᾱ))

)
= (n− 1)ᾱ

(
V (g(ᾱ−i))− V (g(ᾱ))

)
+ (n− 1)(ᾱ−i − ᾱ)

(
V (g(ᾱ−i))− V (g(ᾱ))

)
≤ (n− 1)(ᾱ−i − ᾱ)

(
V (g(ᾱ−i))− V (g(ᾱ))

)
≤ n− 1

n
|ᾱ−i − αi||V (g(ᾱ−i))− V (g(ᾱ))| −−−−−→

ᾱ−i→ᾱ
0 (3)

Where the first inequality is by definition of g(ᾱ), and in the second we used ᾱ = n−1
n ᾱ−i+

1
nαi and Cauchy–Schwarz. Since |ᾱ−i−αi| is bounded, and by Lemma 2 V ◦g is continuous,
we get the convergence at the end. Now, as ᾱ−i → ᾱ with n→ ∞,

pUS

i = −t(ᾱ) + f−1
(
f(t(ᾱ)) +

1

αi,f
pV CG

i

)
−−−−→
n→∞

−t(ᾱ) + t(ᾱ) = 0

(note that f−1 is continuous). Thus for any arbitrary small ϵ we can find nϵ(σ) that yields
the result.

Note that the mean-dependency (Observasion 1) is crucial for that result too, since ᾱ−i

approaches ᾱ at a 1/n rate, precisely canceling the increase in the number of agents n.

Non-Positive Payments. In appendix C, we further show a method for constructing
non-positive payments, meaning that no agent would add any payment on top of the tax
t, even negligible. Instead, they might be paid a ”negative payment” that we can view as
a bonus or a ”tax discount” for their participation. Just to outline here the main idea,
we show that if g is moreover differential at the solution we can, by linear approximation,
bound individual payments by pUS

i ≤ B
n for some constant factor B. Thus, we can redefine

the payments so that we pay back each agent at least the amount she was originally charged
with, while guaranteeing that the total amount we pay to all agents will not diverge.

10



5 Biased Mechanisms

In this section, we expand the US-VCG definition to a class of mechanisms that insert a
bias towards an arbitrary desired outcome or a set of outcomes. Indeed, the designer may
have some goal in mind that she may want to balance with welfare, for example a particular
project she wants to promote, a legacy allocation from previous years, or an allocation
she sees as fair. The general form of mechanisms in that class follows the familiar affine-
maximizer generalization of a VCG mechanism. (See [26], p. 228). We start with choosing
a bias function C(x, t) : ∆m × R 7→ R, that in one way or another favours—that is, assigns
higher values to—outcomes we see as desirable. Note that C(x, t) must be independent of
the realization of preferences α⃗ = (α1, . . . , αn) to maintain incentive compatibility. Then,
we generalize the US-VCG definition as follows.

Definition 9 (Biased Utility-Sensitive VCG). For any bias function C(x, t) : ∆m×R 7→
R, we define the Biased Utility-Sensitive VCG (BUS-VCG) mechanism:

M̂(α⃗) := (ĝ(ᾱ), p̂US)

where

• ∀α ∈ ∆m × R++, ĝ(α) := (x, t) ∈ argmax(x,t) vα(x, t) + C(x, t) 9

• p̂US is the payment assignment

p̂US

i := −t̂+ f−1
(
f(t̂) +

1

αi,f
(pV CG

i + nC(ĝ(ᾱ−i))− nC(ĝ(ᾱ))
)

Example 6. Equitable/Egalitarian allocations. The designer might favor allocations
of the budget Bt (once it is determined by t) that promote some familiar concepts of fair
division. The Egalitarian allocation, for example, maximizes the minimum possible utility
of a voter given t, i.e.,

êt := argmax
x∈∆m

min
α∈∆m

∑
j

αjθj(xjBt)

Since that utility is a convex combination of {θj(xjBt)}j , it is not difficult to see that
êt = argmaxx∈∆m minj θj(xjBt). Moreover, that choice of êt also minimizes the difference(

max
α∈∆m

∑
j

αjθj(xjBt)− min
α∈∆m

∑
j

αjθj(xjBt)
)

In particular, if that difference is zero then êt is an equitable allocation where
∑

j αi,jθj(ê
t
jBt)

has the same value for every agent i. That case is in fact quite generic, for example if
θj(0) has the same value for all j, for any given t we can allocate the budget Bt so that
θj(ê

t
jBt) = θk(ê

t
kBt)∀j, k.

5.1 Properties inherited by M̂
We would obviously like to preserve useful properties of the US-VCG mechanism when
generalizing to BUS-VCG. Some of them carry over quite easily. First, note that mean-
dependency (Observation 1) holds for ĝ too. (We in fact rely on that in the definition of M̂).
It is not difficult to see now that DSIC extends under any choice for C, as the definition of p̂US

9We assume that C is comstructed so that indeed such a maximum exists. Note that ĝ Obviously depends
on our choice for C, but we do not refer to that explicitly as it should be clear in the context.
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imitates the situation where vi(x, t) → vi(x, t) + C(x, t) and h(α−i) → h(α−i) + nC(ĝ(ᾱ−i))
for every agent i.10 One also easily checks that payments vanish if ĝ is continuous at ᾱ, the
same condition we needed earlier for g. (Albeit, for ĝ we will have to explicitly demand that
while for g we had other terms that implied its smoothness). 11 SDSIC, however, will not
carry over that easily. The condition we need for that is α ̸= α′ =⇒ ĝ(α) ̸= ĝ(α′), which
is not satisfied by any arbitrary choice of C(x, t). In Appendix D we describe a class of bias
functions that do preserve SDSIC.

6 Concluding Remarks

We presented a divisible participatory budgeting mechanism, the US-VCG mechanism, that
concerns both the allocation and total volume of expenses. It is essentially a VCG mech-
anism adjusted to our setting, in which we had to tackle some issues. Mainly, we had to
reformulate the payments to suit our preference model of non quasi-linear utilities. The US-
VCG mechanism is welfare-maximizing and strategy-proof in strictly dominant strategies,
and consequently implements the social optimum as a Coalition-Proof Nash Equilibrium.
In Section 4, we showed that our modified VCG payments the mechanism charges become
negligible in large populations, if we accept the plausible assumption of per-capita utilities.
Finally, we showed a generalization of the US-VCG mechanism that inserts a bias towards
any set of outcomes of one’s choice.

Future Directions. In the introduction, we discussed the theoretic advantages of an ad-
ditive concave utility model over other examples from the literature. The obvious downside
is, when considering a mechanism that aggregates preferences, is the difficulty in assess-
ing the concrete functions we should assume. While we can nevertheless argue that any
such functions are probably a better approximation for the true underlying preferences than
previous suggestions, future experimental research attempting to evaluate them, similar to
those performed in relation to the disutility monetary function f [9], could make a valuable
contribution to the field.

10See [26] for a rigorous proof.
11Similarly, Theorem 3 in the appendix extends if we have differentiability at ᾱ.
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A Missing Proofs

Lemma 2. For any given α ∈ ∆m × R, if vα has a unique global maximum then

lim
β→α

g(β) = g(α).

Proof. By assumption, 0 < α ·(V (g(α))−V (g(β))). On the other hand, putting ϵ := (α−β),

0 < α · (V (g(α))− V (g(β))) = β · (V (g(α))− V (g(β))) + ϵ · (V (g(α))− V (g(β))

≤ ϵ · (V (g(α))− V (g(β))) ≤ |ϵ| · |V (g(α))− V (g(β))|.

where the second inequality is by definition of g(β) and the last is by Cauchy-Shwartz. We
now want to show that |V (g(α))−V (g(β))| is bounded, that would imply the convergence we
want. Indeed, for any type β the optimum g(β) = (x(β), t(β)) satisfies the MRS conditions

θ′j(x
(β)
j (b0 + t(β)))

f ′(t(β))
=
βf
βj

∀j s.t. βj > 0

and there exists j ∈ [m] such that x
(β)
j ≥ 1/m. Since θ′j is decreasing,

θ′j(t
(β)/m)

f ′(t(β))
≥
θ′j(x

(β)
j · t(β))
f ′(t(β))

≥
θ′j(x

(β)
j (b0 + t(β)))

f ′(t(β))
=
βf
βj

By Assumption ??, the LHS of that equality vanishes as t(β) → ∞, however the ratio on
the RHS is bounded away from zero because β → α. Thus t(β) cannot increase infinitely as
β → α, meaning that g(β) is bounded and consequently V (g(β)) is too. Thus |ϵ| · |V (g(α))−
V (g(β))| −−−→

ϵ→0
0, ergo,

lim
β→α

α · (V (g(α))− V (g(β))) = lim
β→α

vα(g(α))− vα(g(β)) = 0

Since vα is continuous, g(α) is unique and g(β) is bounded, it must be that g(β) → g(α).

B Manipulations By Coalitions

In general, VCG mechanisms are known to be highly prone to group manipulations [4, 14].
While individuals cannot benefit from reporting false preferences when the reports of all
others are fixed, a group of agents can sometimes coordinate their misreports in such way
that each of them (or some at least) benefits due to the untruthful reports of others. The US-
VCG is no different in that. However, the SDSIC property ensures that any such coalition
would not be sustainable in the sense that the colluding agents cannot trust each other to
follow the agreed scheme. Thus, it may suggest that such coalitions are not likely to form in
the first place. That softer robustness demand where we allow for manipulating coalitions
as long as they are unsustainable in the above sense is captured in the Coalition Proof Nash
Equilibrium (CPNE) solution concept [7]. While the original term is quite involved, the
application to our context is intuitive: in an SDSIC mechanism, no sustainable coalition
could exist since the individual sole optimal action, under any circumstances, is for every
agent to report her true preference. We thus formulate here a simpler term that the US-
VCG satisfies, and that implies CPNE.12 First, we define a manipulation by a coalition as
a coordinated misreport by all its members, that benefits them.

12We refer the reader to [7] for the original CPNE definition.
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Definition 10 (Coalition manipulation). A manipulation by a coalition S ⊂ [n] is a
partial type profile α′

S = {α′
i}i∈S such that α′

i ̸= αi ∀i ∈ S,

ui(M(α′
S , α−S) ≥ ui(M(αS , α−S) ∀i ∈ S

and there exists i ∈ S for which the inequality is strict.

Now, we demand that if such a manipulation exists then α′
i is suboptimal for at least

one agent in the coalition.

Definition 11 (”One Step Coalition-Proof”). We say that a mechanism is One Step
Coalition-Proof (OSCP) if for any manipulation α′

S by a coalition S, there exists i ∈ S
and α′′

i ̸= α′
i s.t.

ui(M(α′′
i , α

′
S−i

, α−S)) > ui(M(α′
i, α

′
S−i

, α−S)) ∀i ∈ S

Corollary 2. The US-VCG mechanism is OSCP (and consequently implements the social
optimum as a CPNE).

The claim follows trivially from SDSIC, by taking α′′
i = αi for any i ∈ S in any coalition

S.

C Non-Positive Payments

We here give a method for constructing the payment assignment pUS so that no agent
pays any amount beyond the tax t. It will require that g is not only continious but also
differentiable near the solution ᾱ. That is, instead of charging a ”fee” for participating in
the vote (and moreover, one that is not identical for everyone), agents will be paid by the
mechanism, which you might see as a reward for their participation. The definition below
describes a sufficient condition for that, as we show in Lemma 3 and Corollary 3 that follow.

Definition 12. Define F : (∆m × R)2 → Rm+1 as:

Fj(α, (x, t)) = αjθ
′
j(xj(b0 + t))− αff

′(t) ∀1 ≤ j ≤ m

Fm+1(α, (x, t)) =
∑
j

xj − 1

By Assumption 3, F (α, (x(α), t(α))) = 0 for all α ∈ ∆m ×R. We say that g(α) = (x(α), t(α))
is a ”regular maximum” of vα if, moreover,

det

[
∂F

∂(x, t)

(
α, g(α)

)]
̸= 0

where ∂F
∂(x,t) is the (m+1)× (m+1) Jacobi matrix of F with respect to the variables (x, t).

The next Lemma is a direct application of the Implicit Function Theorem [33].

Lemma 3. Let g(α) be a regular maximum of vα. Then there exist an open neighborhood
of α S ⊂ ∆m ×R and a unique mapping s : S → ∆m × [−B0

n ,∞) such that :

• s(α) = g(α).

• s is continuously differentiable in S.
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• ∀β ∈ S, F (β, s(β)) = 0

The Lemma does not yet provide the smoothness we want for g, because it only promises
that {s(β)}β∈S are critical points of vβ that satisfy F (β, s(β)) = 0, not necessarily maxima.
In other words s and g are not the same function by definition. However, an immediate
corollary is that if g(α) is also unique they indeed must coincide.

Corollary 3. Assume that g(α) is a regular unique global maximum of vα. Then there
exist a neighborhood of α, S ⊂ ∆m × R, such that g is uniquely defined and continuously
differentiable in S.

Proof. Denote by S̃ the neighborhood of α from the statement of Lemma 3 and let g(S̃) be
the image of S̃ under g. By Lemma 2, g(β) approaches g(α) = s(α) as β → α, therefore
there exists a neighborhood S ⊆ S̃ of α in which g(β) ∈ g(S̃) ∀β ∈ S. Now, every solution
g(β) must satisfy F (β, g(β)) = 0, but, by Lemma 3 s is the unique function that maps

β ∈ S̃ to s(β) such that F (β, s(β)) = 0, therefore g
∣∣∣
S
= s. Thus by Lemma 3, g is uniquely

defined and continuously differentiable in S.

We now have the necessary for the stronger version of payments convergence stated in
Theorem 3. Basically, this further result is due to the differentiabilty of g that allows for a
linear approximation of the difference

(
V (g(ᾱ−i))− V (g(ᾱ))

)
, which essentially determines

the VCG payment of an agent i. Thus, we can not only say that this difference vanishes as
we did in Theorem 2, but also specify the convergence rate of O(1/n).

Theorem 3. Let σ = (b0, µ, ᾱ) such that vᾱ has a regular unique global maximum g(ᾱ).
Then there exist some B ∈ R and n(σ) such that in every population with characteristic
triplet σ and size n > n(σ),

|pUS

i | ≤ B
n

∀i ∈ [n]

Proof. In the proof of Theorem 2 we showed that:

0 ≤ pV CG

i ≤ n− 1

n
|ᾱ−i − αi||V (g(ᾱ−i))− V (g(ᾱ))|

By Corollary 3, g is differentiable in some neighborhood of ᾱ S, and so V ◦ g is too. Thus,
if we take n0 sufficiently large so that ᾱ−i ∈ S, we have for all n > n0 that

pV CG

i ≤ n− 1

n
|ᾱ−i − αi|

∣∣DV ◦g(ᾱ)
(
ᾱ−i − ᾱ)

)
+ o|ᾱ−i − ᾱ|

∣∣
≤ n− 1

n
|ᾱ−i − αi|

(
∥DV ◦g(ᾱ)∥|ᾱ−i − ᾱ|+ o|ᾱ−i − ᾱ|

)
=
n− 1

n
|ᾱ−i − αi|

(
∥DV ◦g(ᾱ)∥|ᾱ−i − αi|

1

n
+ o

(
|ᾱ−i − αi|

1

n

))
Where DV ◦g is the Jacobian matrix of V ◦ g and ∥DV ◦g∥ is its matrix-norm, and in the
equality at the end we put ᾱ = n−1

n ᾱ−i +
1
nαi. Since the {αi,f} are bounded there exists

some γ ∈ R such that |ᾱ−i − αi| < γ for all i, thus

pV CG

i ≤ n− 1

n2
γ2

(
∥DV ◦g(ᾱ)∥+ o(1)

)
Now taking n1 ≥ n0 such that the o(1) term above is less than 1 and

B0 = γ2
(
∥DV ◦g(ᾱ)∥+ 1

)
gives

pUS

i = −t(ᾱ) + f−1
(
f(t(ᾱ)) +

1

αi,f
pV CG

i

)
< (f−1)′(t(ᾱ))

µB0

n
+ o(

µB0

n
)
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(As mentioned earlier, in case f is not differentiable at zero then t(ᾱ) ̸= 0 and thus (f−1)′

always exists.) And now taking B = µ(f−1)′(t(ᾱ))C0 + 1 with sufficiently large n(σ) ≥ n1
completes the proof.

An immediate result of Theorem 3 is that the total sum we charge from agents is bounded.

Corollary 4. In any budgeting instance with characteristic triplet σ and n > n(σ), and
such that vᾱ has a regular unique global maximum,∑

i∈[n]

pUS

i ≤ B

Theorem 3 and the corollary that follows set the ground for constructing payments that
not only vanish asymptotically, but are also non-positive for all agents. The idea is quite
simple—after charging an agent with her VCG payment, we “pay her back” no less than
the maximum possible payment she could have been charged with given the preferences of
her peers α⃗−i. This way no one is charged with a strictly positive payment. Thanks to
Corollary 4, we know that the overall sum needed to implement that will not diverge with
the number of agents.

Definition 13 (Non-positive utility-sensitive VCG payments). Define the non-positive VCG
payment assignment p̃V CG as

p̃V CG

i := pV CG

i − γ2

n

(
∥DV ◦g(ᾱ−i)∥+ 1

)
− r

n

where γ is the bound defined in the proof of Theorem 3 and r ≥ 0 is any constant factor.

Note that this payment assignment does not violate SDSIC as it does not involve αi.
γ2

n

(
∥DV ◦g(ᾱ−i)∥+1

)
is a bound we take for pV CG

i (See clarification below) and the purpose

of the r
n factor is to allow for even higher payments to the agents, as much as the social

planner wishes and can afford. We thus conclude that:

Corollary 5. In any budgeting instance with characteristic triplet σ and n > n(σ) such
that vᾱ has a regular unique global maximum, the payment assignment p̃US

i := −t(ᾱ) +
f−1

(
f(t(ᾱ)) + 1

αi,f
p̃V CG
i

)
satisfies:

1. p̃US
i ≤ 0 ∀i ∈ [n]

2.
∑

i∈[n] p̃
US
i ≥ −B̃ for some B̃ ∈ R+.

Let us clear out these statements. First, p̃US
i ≤ 0 because p̃V CG

i ≤ 0 and f−1 is in-

creasing. Theoretically, we could have just put
[
maxαi∈∆m×R p

V CG
i (α−i, αi)

]
instead of

γ2

n

(
∥DV ◦g(ᾱ−i)∥+ 1

)
in the above definition, however we cannot guarantee that this max-

imum can be found efficiently. Note that γ2

n

(
∥DV ◦g(ᾱ−i)∥+1

)
is almost exactly the upper

bound we put on pV CG
i in the proof of Theorem 3, the only difference is that we now use

the derivative at ᾱ−i to evaluate the difference V (g(ᾱ−i))− V (g(ᾱ)), instead of the deriva-
tive at ᾱ. Obviously, that is just as valid and we could have similarly reached that bound.
The reason for this substitution is that the payments formula must be independent of αi

to maintain Incentive Compatibility. Now, While DV ◦g(ᾱ−i) is different for every agent i,
we know that these are bounded globally because ᾱ−i → ᾱ and the Jacobian matrix is a
continuous function. Thus p̃V CG

i = O(p̃US
i ) = O(1/n).
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D Bias Functions That Preserve SDSIC

D.1 Phantom-Agents

We shall define our special bias function in the form of utility functions of fictitious agents
that favour our targeted outcomes. In the simplest case where we have a sole budget decision
in mind we can take C(x, t) = λ·vα̃(x, t) where α̃ is chosen so that g(α̃) is the desired outcome
and λ > 0 indicates the extent of bias we want. The SDSIC then extends trivially, as the
our new biased mechanism is essentially the US-VCG mechanism for the n real agents plus
λn fictitious ones with mean preference α̃. However, diverting the mechanism towards a set
of outcomes while maintaining SDSIC will not be as simple (Note that if we add fictitious
agents of multiple types, their impact on the outcome is ultimately determined only by the
mean of fictitious preferences). The bias function we introduce below (Def. 15) is composed
as the sum of two functions, one that favours certain tax decisions and another that targets
specific allocations x̂t for any given t ∈ [−B0

n ,∞). That separation corresponds to the nature
of our optimization problem, that can be solved in two steps accordingly. Nonetheless, as
we do not demand that x̂t necessarily exists for all t, i.e., it is possible that under some
tax decisions no allocation is favourable, it should not harm its generality. Meaning, any
arbitrary set of outcomes W ⊂ ∆m × [−B0

n ,∞) can be targeted this way. We first define
the following once {xt}t are chosen.

Definition 14. For any choice of {x̂t}t and for every t ∈ (−b0,∞) such that x̂t exists, we
define the corresponding phantom type α̂t = (α̂t

1, . . . , α̂
t
m) and valuation function Θ̂t such

that
argmax
x∈∆m

Θ̂t(xBt) = argmax
x∈∆m

∑
j

α̂t
jθj(xjBt) = x̂t

and if x̂t does not exist put α̂t = 0⃗.

For all t, once x̂t is chosen then α̂t is defined by the first order conditions derived from
the optimization that defines x̂t.

θ′j(x̂jBt)

θ′k(x̂kBt)
=
α̂t
k

α̂t
j

∀j ∈ [m]

Now, we define our bias function as follows.

Definition 15 (Phantoms Bias function). For any choice of {x̂t}t and for every λ > 0,
define

Pλ(x, t) := λ
(
Θ̂t(xBt)− Θ̂t(x̂tBt)

)
+ ψ(t)

where ψ : (−B0

n ,∞) 7→ R is continuous and limt→∞ ψ(t) = 0.

That is, for any given t we add the (non-positive) utility loss of λ fictitious agents that
favour x̂t over x (but have no preferences regarding the tax t), plus ψ(t) that expresses the
designer’s preference on tax decisions. limt→∞ ψ(t) = 0 assures that ĝ is well defined, i.e.
that vα(x, t) + Pλ(x, t) has a global maximum for all α ∈ ∆m × [−B0

n ,∞).

Example 7 (Running example with bias to equitable allocation). We show an example for
executing the BUS-VCG mechanism with x̂t taken as the equitable allocation

êt := argmin
x

(
max
α∈∆m

∑
j

αjθj(xjBt)− min
α∈∆m

∑
j

αjθj(xjBt)
)
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. In case that θj are identical for all j then êt and α̂t are trivial, êtj = α̂t = 1/m ∀j. Thus,

Pλ(x, t) = λ
(
10

∑
j

1

m
ln(xj · 3t)− 10

∑
j

1

m
ln

(
1

m
· 3t

))
To compute ĝ(α̂) = (x̂, t̂), let us first find x̂ w.r.t. any fixed t. When t is fixed, solving{

max vᾱ(x, t) + 3Pλ(x, t)

x ∈ ∆m

is just as solving the original problem, only for a modified preferences mean βj =
ᾱj+λ/m
1+λ/m ∀j ∈ [m], and with logarithmic functions we know that x̂j = βj ∀j, independently
of t. Now we need to solve {

max vᾱ(x̂, t) + 3Pλ(x̂, t)

t ∈ [−B0

n ,∞)

but, note that P(x̂, t) is a constant function of t, thus not affecting t̂. To conclude, the

introduction of Pλ shifts the allocation from x∗j = ᾱj∀j to x̂j =
ᾱj+λ/m
1+λ/m ∀j while not

affecting the tax decision t∗ = t̂ =
(
2·10
3ᾱf

)2
.

As mentioned above, to maintain SDSIC we also have to see that ĝ(α) defines α uniquely.
That requires further assumption on the smoothness of Pλ.

Lemma 4. Assume that Pλ(x, t) is differentiable in t. Then for any two distinct preferences
vectors α ̸= β ∈ ∆m × R, ĝ(α) ̸= ĝ(β).

Proof. Fix any α ∈ ∆m × [−B0

n ,∞), and let

ĝ(α) = (x∗, t∗) ∈ argmax
(x,t)∈∆m×[−B0

n ,∞)

vα(x, t) + Pλ(x, t).

Then in particular, x∗ solves maxx∈∆m vα(x, t
∗) + Pλ(x, t

∗). Since

vα(x, t
∗) + Pλ(x, t

∗) =∑
j

αjθj(xjB
∗
t )− αff(t

∗) + λ
∑
j

α̂t∗

j θj(xjBt
∗)

− λ
∑
j

α̂t∗

j θj(x̂
t∗

j Bt∗) + ψ(t∗),

x∗ also solves maxx∈∆m

∑
j(αj + λα̂t∗

j )θj(xjBt∗) because once we fix t∗ all the remaining
terms are just constants. By the proof of Lemma ??, that problem has a unique solution for
every (α1, . . . , αm) ∈ ∆m and moreover, two distinct vectors cannot share the same solution.
We thus conclude that ĝ(α) = ĝ(β) =⇒ αj = βj ∀j ∈ [m].
Now, let α, β ∈ ∆m × [−B0

n ,∞) where αj = βj ∀j ∈ [m] and assume that ĝ(α) = ĝ(β) =
(x∗, t∗). Then

t∗ ∈ argmax
t

vα(x
∗, t) + Pλ(x

∗, t)

and t∗ ∈ argmax
t

vβ(x
∗, t) + Pλ(x

∗, t)
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Since αj = βj ∀j ∈ [m], we can write

vα(x
∗, t) + Pλ(x

∗, t) = Γ(t)− αff(t);

vβ(x
∗, t) + Pλ(x

∗, t) = Γ(t)− βff(t)

for some Γ : (−b0,∞) 7→ R that is differentiable by our assumption on P and the initial
assumptions on θj , j ∈ [m]. Thus,

Γ′(t∗)− αff(t
∗) = Γ′(t∗)− βff(t

∗) = 0 =⇒ αf = βf

Corollary 6. For all λ ≥ 0 and for every bias function Pλ(x, t) that is differentiable in t,
the BUS-VCG mechanism is SDSIC in every budgeting instance that the US-VCG is.
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