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the boundary without the need for dislocation slip
events. In addition to acting as a direct mecha-
nism for plastic flow, coupled grain boundary
migration creates larger grains within the micro-
structure, which allows microscale plasticity
mechanisms (normal dislocation plasticity) to
become active (8).

Having pinpointed shear stress as the driving
force governing mechanically induced grain
growth, it is worth asking what role stress-driven
grain boundary migration plays in governing
materials behavior. The microstructural insta-
bility noted in nanocrystalline materials (3–12)
indicates that grain boundarymigration can result
in mechanical behavior that is not only different
from microcrystalline materials but dynamic as
well. This departure from conventional plasticity
is no doubt associated with the high stresses that
nanocrystalline metals can accommodate. In con-
ventional polycrystalline materials, the onset of
dislocation-based plasticity limits the stresses that
can be applied; nevertheless, it is reasonable to
conclude that there may be hereto overlooked
situations where stress-driven boundary migra-
tion influences the mechanical response and
microstructural stability of other materials as well.
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Real-Time Observation of Carbonic
Acid Formation in Aqueous Solution
Katrin Adamczyk,1 Mirabelle Prémont-Schwarz,1 Dina Pines,2
Ehud Pines,2* Erik T. J. Nibbering1*

Despite the widespread importance of aqueous bicarbonate chemistry, its conjugate acid, carbonic
acid, has remained uncharacterized in solution. Here we report the generation of deuterated carbonic
acid in deuterium oxide solution by ultrafast protonation of bicarbonate and its persistence for
nanoseconds. We follow the reaction dynamics upon photoexcitation of a photoacid by monitoring
infrared-active marker modes with femtosecond time resolution. By fitting a kinetic model to the
experimental data, we directly obtain the on-contact proton-transfer rate to bicarbonate, previously
inaccessible with the use of indirect methods. A Marcus free-energy correlation supports an
associated pKa (Ka is the acid dissociation constant) of 3.45 T 0.15, which is substantially lower than
the value of 6.35 that is commonly assumed on the basis of the overall carbon dioxide–to–
bicarbonate equilibrium. This result should spur further exploration of acid-base reactivity in carbon
dioxide–rich aqueous environments such as those anticipated under sequestration schemes.

Recent isolation of carbonic acid (H2CO3)
in the gas and solid phases has conclu-
sively disproved long-held claims of the

molecule’s intrinsic kinetic instability (1–3). The-
oretical calculations have shown that H2CO3 only
becomes unstable when water is present; that is,
adding a single water molecule to anhydrous
H2CO3 accelerates its simulated decomposition
by a factor of 109 (4–9). Aqueous H2CO3 is un-
derstood to dissociate by a proton-relay mecha-

nism that uses several catalyzing water molecules.
For this reason, direct observation of aqueous
H2CO3 has proven to be elusive, a situation that
is somewhat surprising given the vital physio-
logical role that the H2CO3/HCO3

− buffer sys-
tem has long been known to play in regulating
the pH of blood and other biological fluids (10).
Furthermore, sequestration plans to mitigate an-
thropogenic carbon dioxide emissions involve in-
jecting several hundreds of gigatons of CO2 into

the oceans (11). Precise and reliable dissociation
constants for carbonic acid over a wide range of
ionic strengths, temperatures, and pressures will
need to be established to determine in situ chem-
ical behavior in such contexts (12–14).

In pure water (pH = 7 before CO2 dissolu-
tion), aqueous solvation of CO2 is understood to
be accompanied by hydration, resulting in car-
bonic acid (H2CO3) (Eq. 1), and subsequent acid-
base chemistry leading to bicarbonate (HCO3

–)
and carbonate (CO3

2–) (Eq. 2)

CO2(g)þ 3H2O⇄ CO2(aq)þ 3H2O⇄
H2CO3 þ 2H2O ð1Þ

H2CO3þ2H2O⇄ HCO −
3 þH3O

þ þH2O⇄
CO2−

3 þ 2H3O
þ ð2Þ

The net result is a decrease in pH. Converse-
ly, bicarbonate acts as a moderately weak base
in solutions below neutral pH; titrations on time
scales extending to minutes afford an effective
pKa (Ka is the acid dissociation constant) value
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Israel.
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of 6.35, as represented by the reaction in Eq. 3
(15, 16)

CO2(aq)þ 2H2O⇄ HCO −
3 þ H3O

þ ð3Þ

It is important to note, however, that the na-
ture of the conjugate acid CO2(aq)/H2O is ill-
defined, because the reactions in both Eqs. 1 and
2 participate in the chemistry. The true pKa of
carbonic acid would characterize the first equi-
librium of Eq. 2, independent of the (de)hydration
and (de)solvation reactions in Eq. 1. The value
of the true acid dissociation constant of carbonic
acid is connected to the effective value for CO2(aq)
by the relation Ka(H2CO3) = Ka(CO2(aq)) · (1 +
[CO2]/[H2CO3]) (15) and may be found if the
concentration ratio of CO2 to H2CO3 is known.
This ratio is usually assumed to have a value
of several hundreds, implying concentrations
of H2CO3 in water larger than 10−8 M, and
pKa(H2CO3) ≈ [pKa(CO2(aq)) – 2] ≈ 4.
However, because the compound has so far
eluded a direct detection, the true pKa value and
its associated implications for reactivity have
been specified with large uncertainty (16, 17).

Many earlier efforts to characterize the ki-
netics of aqueous carbonic acid have relied on

indirect relaxation methods, including isotope
exchange, temperature change, and pH-jump
measurements, with limited temporal resolution
(18, 19). For example, determination of H2CO3

in time-resolved experiments by rapid mixing
of CO2(aq) and a basic solution is difficult to
achieve, because the kinetics of the forward re-
actions of Eq. 1 are dominated by the slowest
step, namely hydration of CO2(aq) resulting in
H2CO3. The ensuing dissociation of H2CO3 into
H3O

+ and HCO3
– (Eq. 2) then leads to rapid de-

pletion of H2CO3, precluding a substantial tran-
sient population build-up. The reverse reaction,
involving transient protonation of HCO3

–, could
potentially lead to substantial generation of H2CO3.
However, previous studies of the protonation re-
action dynamics of HCO3

– relied on stopped-flow
techniques with insufficient time resolution for
transient observation of the acid (20–22).

We overcame these challenges through the
use of a photoacid that is optically triggered to
transfer a proton to HCO3

– on ultrafast time scales
(Fig. 1). A photoacid exhibits a strong change in
its pKa value upon electronic excitation (23, 24),
enabling dynamical studies of processes with
femtosecond time resolution, such as protonation
of bases present in the same solution (25–29). We

follow the progress of the photoinduced reaction
by monitoring infrared (IR)–active marker modes
of the photoacid, its conjugate photobase, and
carbonic acid in D2O. Solutions buffered at pD =
8 are used to prevent slow decomposition of
DCO3

– during the measurements. 2-Naphthol-
6,8-disulfonate (2N-6,8S) is used as photoacid
because it has the required properties (ground
state pKa = 9.3 to 9.4, excited state pKa = 1.0 to
1.3 in D2O at 0 M ionic strength) for excited-
state deuteron transfer to DCO3

– (pKa ≈ 4 for
D2CO3). We optimized the working conditions
(50 mM 2N-6,8S, 0.1 to 0.8 M DCO3

–, 0.15 M
TRIS/DCl as buffer dissolved in 100 ml solu-
tions of D2O) to ensure that changes in the solu-
tion caused by CO2 loss remained moderate. To
ensure that the changes did not affect the mea-
sured signal, we monitored the pD of the solution
and the changes in relative concentration of photo-
acid and conjugate photobase before, during and
after the measurements (figs. S1 and S3) (19).

Because we needed high concentrations (0.1
to 0.8 M) of the accepting base DCO3

– to per-
form photoinduced diffusion-assisted bimolecular
neutralization experiments, we were restricted to
probing IR marker modes in spectral regions not
rendered opaque by the DCO3

– vibrational tran-
sitions, located at 1366 and 1628 cm–1 (Fig. 2A).
The steady-state IR spectra of 2N-6,8S in the
electronic ground state indicate that, throughout
the fingerprint region, the vibrational mode pat-
terns depend strongly on whether 2N-6,8S is in
its photoacid or photobase configuration (Fig. 2B).
In the transient pump-probe spectra, two spec-
trally resolved vibrational marker modes, with
frequencies of 1472 and 1510 cm–1, could be as-
signed, respectively, to the photoacid and photo-
base configurations of 2N-6,8S in its first electronic
excited state (Fig. 2C). As a result, it was possible
to monitor the decay of the 1472-cm–1 photoacid
band and the corresponding rise of the photo-
base band at 1510 cm–1 as an unambiguous probe
of the primary event of deuteron transfer, when
2N-6,8S releases its deuteron to either the solvent
or to an accepting base (Fig. 2D). The 1410-cm–1

photobase band appeared to overlap spectrally
with a carbonic acid band and, thus, could not
be used to derive deuteron-transfer dynamics.

In addition, we observed the rise of a band
at 1720 cm–1, well within the frequency range
where carbonyl stretching modes typically ap-
pear. This band position is in full accordance
with the frequencies ranging from 1705 to 1730
cm–1 that have been reported in the literature on
carbonic acid formed by high-energy irradiation
of CO2/water-ice mixtures (30–32), by proton ir-
radiation of pure solid CO2 or CO2/water-ice
mixtures (31, 32), in protonated HCO3

– em-
bedded in ice matrices (2), on calcium carbonate
surfaces reacting with SO2 or HNO3 in the
presence of water (33), and with theoretical cal-
culations (34). Theoretical results suggest that
the vibrational bands observed in the solid and
gas phase are actually due to H2CO3 dimers
(35). Under our experimental conditions, involv-

Fig. 1. (A) Reaction pathways between an organic acid and bicarbonate adapted from Eigen’s scheme for
acid-base neutralization (22). The hydrolysis and hydroxide addition pathways are omitted here for
greater clarity, as these do not play a major role under our experimental conditions. (B) The diffusion and
reaction stages of the direct pathway, explicitly taken into account in our diffusion-assisted bimolecular
proton-transfer modeling. The reaction pair encounter distance is indicated with the symbol a.
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ing ultrafast protonation of a base diluted in a
polar solvent (D2O), such dimers are not ex-
pected to be prominent. Based on the fact that
we detect a product species with a vibrational
marker mode located at a frequency typical for
carbonyl stretching, we can exclude the genera-
tion of a zwitterionic structure (i.e., D2O

+-COO–)
that could not be excluded as a potential inter-
mediate in previous time-resolved studies of bi-
carbonate dehydration (20). Furthermore, in an
experiment with 0.1 M DCO3

–, we have been
able to observe a correlation between the DCO3

–

marker-band decay and the D2CO3 marker-band
rise, from which we ascertain that the D2CO3

marker band is an unequivocal probe for the
final deuteron transfer to the accepting base
(Fig. 3). We also performed two experiments
using either D12CO3

− or D13CO3
− as accepting

bases under identical conditions. We detected a
frequency shift of the rising marker mode that
matches known values for isotope shifts when
comparing the C=O stretching mode of D2

12CO3

with that of D2
13CO3 (36, 37). In addition, the

ratio of the magnitude of DCO3
− bleach and

D2CO3 signal is in full accordance with re-
ported values (2), indicating that the quantity
of D2CO3 produced corresponds to the quan-
tity of DCO3

− lost.
We did not detect any transient signals in the

region around 2364 cm–1 where the asymmetric
stretching marker mode of CO2 appears; thus,
no substantial dehydration of D2CO3 to CO2

occurs on subnanosecond time scales. Instead,
D2CO3 appears to be a kinetically stable com-
pound with a lifetime extending well beyond 1 ns,
the maximum scanning range of our delay stage.

In the concentration range employed (0.1 to
0.8 M NaDCO3; the maximum concentration
that can be achieved for the buffered solutions,
which have ionic strengths similar to that found
in the oceans), neither the rise of the photobase
marker band at 1510 cm–1 nor the rise of the
D2CO3 marker band at 1720 cm–1 showed time-
resolution–limited dynamics. Hence, we can ex-
clude a prompt deuteron transfer away from
the electronically excited photoacid, as well as
subpicosecond deuteron transfer to the base. Pre-
vious results obtained for deuteron transfer from
pyranine [8-hydroxy-pyrene-1,3,6-trisulfonate
(HPTS)] to a family of carboxylate bases showed
kinetics driven by a substantial fraction of on-
contact reactive complexes, in which the photo-
acid and the base are directly linked, or else
bridged by only a single water molecule (26–28).
However, it appears here that on-contact reac-
tive complexes, present at the moment of elec-
tronic excitation of the photoacid, are of minor
importance. This may be because much lower
concentrations were used in the present exper-
iment on account of the lower solubility of so-
dium bicarbonate. Moreover, the relatively slow
effective deuteron transfer could be a strong in-
dication that in the acid-base neutralization of
2N-6,8S and DCO3

–, the reactive encounter
complex probably contains several water solva-

Fig. 3. (A) Steady-state IR spectrum of
D12CO3

− and D13CO3
−. (B) Transient IR

difference spectrum of electronically
excited 2N-6,8S in ROD (red curve)
and RO– (blue curve) forms, together
with bleach signals corresponding to
the ROD (1632 cm−1) or RO– species in
the electronic ground state, generated
within instrument-limited temporal
resolution. (C) Kinetic measurement
using 0.1 M D12CO3

− showing the
correlated bleach increase at the
D12CO3

− marker mode (1628 cm–1)
and the rise of the D2

12CO3 C=O
stretching marker band (1720 cm–1).
(D) Kinetic measurement using 0.1
M D13CO3

− showing the correlated
bleach increase at the D13CO3

−marker-
mode frequency (1579 cm–1) and the
rise of the D2

13CO3 C=O stretching
marker band (1666 cm–1).

Fig. 2. (A) Experimental steady-
state IR spectrum of NaDCO3 in
D2O. (B) Steady-state IR spectra of
2N-6,8S in D2O at pD = 1 (red
curve) and pD = 12 (blue curve) show-
ing the fingerprint modes of elec-
tronic ground state 2N-6,8S in the
photoacid (ROD) and photobase
(RO–) forms, respectively. (C) Tran-
sient IR difference spectra measured
for 2N-6,8S at pD = 5 in ROD form
at a pulse delay of 1 ps (red curve)
and after conversion into the RO–

form at a pulse delay of 1 ns (blue
curve), showing bleach signals of
fingerprint vibrations of ROD in
the ground state and positive ab-
sorbance signals marking vibrations
in the electronically excited state for
both the ROD and RO– forms. (D)
Transient IR spectra of the neutraliza-
tion reaction between 2N-6,8S and
0.5 M DCO3

– measured at the probe
pulse delays indicated in the legend,
showing the marker modes of elec-
tronically excited 2N-6,8S in the ROD
(1472 cm–1) and RO– (1410 and
1510 cm–1) forms and of D2CO3 at
1720 cm–1. OD, optical density.
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tion shells separating acid and base, whereas the
proton transfer occurs on picosecond time scales.
Similar results were obtained in a recent study
of the acid-base neutralization of 2N-6,8S with
cyanate performed with comparable base con-
centrations (19).

We have analyzed the transient spectra (Fig.
2D) recorded for three concentrations of DCO3

–

using a line-shape fitting routine to extract the
kinetics of the vibrational marker bands (19).
Briefly, bleach signals indicating marker bands
of the photoacid or photobase in the S0 state
show no dynamics on the time scale of the ex-
periment. Marker bands of the photoacid in the
S1 state decay with identical temporal character-
istics to those with which the marker bands of
the photobase in the S1 state increase in magni-
tude. These two types of marker bands indicate
the event of deuteron release from the photoacid
(converting into the photobase) to possible ac-
cepting water solvent molecules (protolysis path-
way of Fig. 1) or to the bicarbonate base (direct
proton-transfer pathway of Fig. 1). The delayed
deepening of the DCO3

– bleach and the rise of
the D2CO3 marker bands indicate binding of the

deuteron at the base. The slower dynamics of
these marker bands compared with those of the
photoacid/photobase bands are a signature of
deuterons temporarily residing on water (26, 27).
In Fig. 4, we display the time-dependent decay
of the photoacid 1472 cm–1 band and the rise of
the photobase band at 1510 cm–1 and of the
carbonyl stretching band of D2CO3 at 1720 cm

–1.
The nonexponential growth behavior of these
latter marker bands, as well as the decay of the
photoacid band at 1472 cm–1, is governed by
the time-dependent concentration gradient of
the DCO3

– base around the photoacid, which ap-
proaches a steady-state value at long times. The
early time components are due to the reaction of
2N-6,8S with DCO3

– in close proximity, involv-
ing minimal earlier mutual diffusion of the two
reaction partners (38). The signals at longer pulse
delays are due to acid and base reacting after
substantial molecular diffusion toward each other.
We have used an analytical framework derived
by Szabo (see Fig. 1B) to describe the diffusion-
controlled (time-dependent) reaction dynamics
between 2N-6,8S and DCO3

– under finite ionic
strength (19, 39). The resulting simulated reaction

kinetics fit to the spectroscopic data are shown as
solid lines in Fig. 4.

We extract from the simulations a deuteron-
transfer time of 8.6 ps upon formation of photoacid-
base encounter complexes, implying even shorter
times for proton transfer. The ultrafast proton-
transfer rate kr = (6 ps)–1 = 1.7 · 1011 s–1 is about
five times faster than the overall diffusion-limited
rate constant that is calculated with similar values
for the ionic strength. Thus, in a real-time exper-
iment, we uncover details of the reaction dynam-
ics that are unattainable with the experimental
methods previously reported (19). In particular,
a bimolecular (time-independent) rate constant
of kon = 4.7 · 1010 M–1 s–1 for the proton trans-
fer to bicarbonate was reported by Eigen et al.
with the use of indirect relaxation techniques
(20, 22). The measured reaction rate was found
to be diffusion-limited, in accordance with our
findings on the ultrafast (albeit finite) reaction
rate of the encounter complex. In Fig. 4D, we
compare the first-order protonation rate kr in the
encounter complex with previously reported re-
sults obtained from acid-base neutralization exper-
iments of HPTS by carboxylate bases (26–28, 40).
We used the Marcus free-energy correlation for
aqueous proton transfer (19, 41) to plot the over-
all proton-transfer rate of the encounter complex
as a function of DpKa, defined as the difference
between pKa(photoacid in S1 state) and pKa

(conjugate acid of accepting base). After correct-
ing our measured rate for D/H isotope substi-
tution (19), we found that the correlation holds
for a carbonic acid pKa of 3.45 T 0.15, as op-
posed to the widely used effective pKa of 6.35
for CO2(aq)/H2O. This result follows naturally
from the real-time observation of proton transfer
to bicarbonate on the picosecond time scale,
without interfering effects from slower revers-
ible deprotonation or dehydration reactions of
carbonic acid.

Our work has clearly demonstrated that, in
aqueous solution, D2CO3 is kinetically stable
compared with its formation rate and that the
dehydration rate of D2CO3 is relatively slow.
Taking into account the combined effects of mu-
tual diffusion (with forward kD and backward
ks diffusion-controlled rates, respectively) and
the proton transfer within the encounter complex
(with forward kr and backward kd on-contact
rates, respectively) (38), the deprotonation reac-
tion rate constant (koff) of D2CO3 (and, hence, the
effective lifetime of the acid) at room temper-
ature may be estimated from the measured over-
all deuteration rate of DCO3

– anion, scaled to zero
ionic strength, and the equilibrium acid disso-
ciation constant of D2CO3: koff = Ka · kon = 10–pKa

M · kDkr/(ks + kr) M
–1 s–1 = 10−4 M · 3.3 · 1010

M–1 s–1 = 3.3 × 106 s–1. Here we have used the
relation pKa(D2CO3) ≈ pKa(H2CO3) + 0.5 (15).
This rate constant corresponds to a lifetime of
~300 ns for D2CO3 before deuteron dissocia-
tion ensues. Therefore, from a kinetic point of
view, the main cause of instability of D2CO3

over short times under aqueous conditions is acid

Fig. 4. Kinetics of the
photoacid marker mode
at 1472 cm–1 (A), the
photobase transition at
1510 cm–1 (B), and the
D2CO3 carbonyl stretch-
ing vibration at 1720
cm–1 (C) for three concen-
trations of DCO3

− base:
(i) 0.25 M (red dots), (ii)
0.5 M (blue dots), and
(iii) 0.8 M (purple dots).
Solid lines are fits with
the use of the diffusion-
assisted bimolecular re-
action model described
in the text. The free-
energy correlation con-
necting DpKa (acid-base)
to the overall proton
transfer in the encounter
complex kr is shown in
(D). Blue triangles denote
the acid-base neutraliza-
tion reactions between
HPTS and CH3–xClxCOO

–

(x = 0 to 3, as indicated
with arrows), the black
square indicates the reac-
tion between HPTS and
HCOO–, the red dot de-
notes the reaction between
2N-6,8S and bicarbonate
described here using a
pKa value of 3.45. For
comparison, the purple
diamond indicates where
the point would appear
using the effective pKa
value of 6.35.
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dissociation (deprotonation), rather than decom-
position into CO2 and H2O, which takes place
with an effective rate constant of 1.8 · 101 s–1 (18).
This conclusion also holds for H2CO3, though
the opposite is still commonly asserted by chem-
istry textbooks (5, 42). Carbonic acid acts like
an ordinary carboxylic acid on nanosecond time
scales with an acidity comparable to that of formic
acid. This considerable acidity of carbonic acid
should henceforth be considered in the context
of CO2-rich aqueous environments. In partic-
ular, potential surface and deep-sea interfacial
chemical reactivity of intact H2CO3 with solid
substrates remains uncharted.

By comparing the magnitude of the D2CO3

signal at long pulse delays with the DCO3
–

bleach signal and using the known value for the
extinction coefficient of DCO3

– (933.5 M–1 cm–1),
we can derive a cross section of 750 T 50 M–1

cm−1 for the C=O stretching mode of aqueous
carbonic acid, which is comparable to that of
carboxylic acids. This cross section should be
sufficient to facilitate time-resolved IR studies
of carbonic acid generation, deprotonation, and
dehydration dynamics in biophysical systems.
Probing the reaction dynamics of Eqs. 1 and 2 in
the forward and backward directions as a func-
tion of ionic strength, temperature, and pressure
will help in the determination of the reaction
equilibrium constants under conditions that are
relevant for the global carbon cycle.
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Bacterial Community Variation
in Human Body Habitats Across
Space and Time
Elizabeth K. Costello,1 Christian L. Lauber,2 Micah Hamady,3 Noah Fierer,2,4
Jeffrey I. Gordon,5 Rob Knight1,6*

Elucidating the biogeography of bacterial communities on the human body is critical for
establishing healthy baselines from which to detect differences associated with diseases.
To obtain an integrated view of the spatial and temporal distribution of the human microbiota,
we surveyed bacteria from up to 27 sites in seven to nine healthy adults on four occasions.
We found that community composition was determined primarily by body habitat. Within habitats,
interpersonal variability was high, whereas individuals exhibited minimal temporal variability.
Several skin locations harbored more diverse communities than the gut and mouth, and skin
locations differed in their community assembly patterns. These results indicate that our microbiota,
although personalized, varies systematically across body habitats and time; such trends may
ultimately reveal how microbiome changes cause or prevent disease.

The human body hosts complex micro-
bial communities whose combined mem-
bership outnumbers our own cells by at

least a factor of 10 (1, 2). Together, our ~100
trillion microbial symbionts (the human mi-
crobiota) endow us with crucial traits; for ex-

ample, we rely on them to aid in nutrition, resist
pathogens, and educate our immune system
(1, 3). To understand the full range of human
genetic and metabolic diversity, it is necessary to
characterize the factors influencing the diversity
and distribution of the human microbiota (4, 5).

Determining our microbiota’s role in dis-
ease predisposition and pathogenesis will de-
pend critically upon first defining “normal”
states (5). Prior studies of healthy individuals
have focused on particular body habitats includ-
ing the gut (6, 7), skin (8–10), and oral cavity
(11, 12), and have revealed microbial com-
munities that were highly variable both within
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