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A B S T R A C T   

Deep learning approaches are gradually being applied to electronic health record (EHR) data, but they fail to 
incorporate medical diagnosis codes and real-valued laboratory tests into a single input sequence for temporal 
modeling. Therefore, the modeling misses the existing medical interrelations among codes and lab test results 
that should be exploited to promote early disease detection. To find connections between past diagnoses, rep-
resented by medical codes, and real-valued laboratory tests, in order to exploit the full potential of the EHR in 
medical diagnosis, we present a novel method to embed the two sources of data into a recurrent neural network. 
Experimenting with a database of Crohn's disease (CD), a type of inflammatory bowel disease, patients and their 
controls (~1:2.2), we show that the introduction of lab test results improves the network's predictive perfor-
mance more than the introduction of past diagnoses but also, surprisingly, more than when both are combined. 
In addition, using bootstrapping, we generalize the analysis of the imbalanced database to a medical condition 
that simulates real-life prevalence of a high-risk CD group of first-degree relatives with results that make our 
embedding method ready to screen this group in the population.   

1. Introduction 

Electronic health records (EHRs) contain information about a pa-
tient's medical status. While the primary goal of EHRs is to monitor a 
patient, they can also be used to represent patients' states in data-driven 
medical prediction systems [1,2]. However, although an EHR contains a 
lot of information about a patient, it poses challenges for data-driven 
systems such as high-dimensionality of data, sparseness, data collected 
irregularly from several sources not synchronized, missing values, and 
imbalance. An EHR typically contains demographical data (e.g., age and 
sex), physical measurements (e.g., height, weight, and BMI), lifestyle 
information regarding smoking and drinking habits, and medical en-
tities manifested temporarily, such as lab tests, diagnoses (ICD9 codes 
[3]), and evidence of medication purchase [2,4]. While some entities, 
such as diagnoses and medication purchases, are represented as cate-
gorical variables (by ICD9 and ATC2 codes, respectively), others, such as 

lab tests, have real values [1,2,4]. This undermines the combination of 
both entity types in a single longitudinal clinical representation for 
temporal modeling, extraction of connections among entities, and dis-
ease prediction. 

In recent years, deep learning (DL) has been applied to EHR data 
[1,5–11] to extract and exploit connections among medical entities to 
understand disease development better and to enable early detection. 
However, none of these studies have incorporated medical entities based 
on real values with others based on categorical information into a single 
temporal representation of all the longitudinal medical information 
available in the EHR [1]. Avoiding real values such as lab test results is 
likely to deteriorate a model's quality, as this information is relevant for 
understanding and predicting patient status. When a physician examines 
a lab result, they are interested in knowing if its value deviated from the 
appropriate reference interval describing healthy individuals, and by 
how much [12,13]. Therefore, providing the model with only the 
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information that a lab test happened, without its associated value, may 
not be meaningful. 

This work aims to explore innovative ways to embed diagnostic data 
for use by machine learning (ML) to promote digital healthcare. We 
propose a novel method to exploit EHR sequences containing both cat-
egorical and real-valued medical entities for DL, mainly recurrent neural 
network (RNN), modeling. The method builds on embedding both 
diagnosis and lab test data in a common latent representation. We 
consider elements of this latent representation as medical concepts and 
demonstrate this medical concept embedding method in predicting 
Crohn's disease (CD), a type of inflammatory bowel disease (IBD), in 
people who will be diagnosed later in life. Section 2 of the paper de-
scribes previous medical concept embedding of EHR entities, mostly for 
disease prediction by RNNs. Section 3 proposes our novel embedding 
method for the real-valued lab tests. Section 4 presents our data and 
methodology, while Section 5 provides results of the study in different 
balanced and imbalanced settings of data corresponding to practical CD 
screening scenarios. Section 6 concludes the study and discusses avenues 
for further research. 

2. Background 

2.1. Medical concept embedding 

ML-driven feature representation of medical entities extracted from 
EHR data is often referred to as medical concept embedding 
[6–8,14–16]. For large data sets, disease-prediction tasks based on 
concept embedding outperformed those that used other feature-learning 
strategies [5,14,16,17]. It is common to learn concept embedding (not 
only in the medical case [18–25]) in an unsupervised setting without 
labels, and to feed the learned representation (embedding) into a su-
pervised setting as an input to the predictor [5,10,11,17,18,24]. How-
ever, it is also possible to learn the representation during a supervised 
task [18]. Several works have used medical concept embedding to learn 
the representation of ICD9 codes for patient subtyping [26], to learn 
patient features from ECG data, albeit missing observations [27], to 
incorporate code co-occurrence and visit-sequence information in a two- 
layer neural network called Med2Ved [14], and to create pre-trained lab 
test embedding from lab test codes [9]. However, neither of these (or 
other [1]) works incorporated codes and real-valued tests. 

2.2. Disease prediction using deep learning 

Most DL models applied to EHR data are RNNs. An RNN is a neural 
network that can handle variable-length sequence inputs [28], making it 
suitable to handle EHRs. There are two common extensions to the va-
nilla RNN unit: the long short-term memory (LSTM) unit [29] and the 
gated recurrent unit (GRU) [25]. The choice between LSTM and GRU 
should be based on the data set and corresponding task [28]. Both have 
been applied equally in the EHR domain, but GRU is more popular than 
LSTM for structured medical data like we have [1]. For this reason and 
because the GRU often converges faster, we chose to work with it. 

Several studies have applied RNNs to structured data extracted from 
EHRs (mainly clinical codes such as diagnoses, medications, and pro-
cedures), particularly for disease prediction, to predict diagnoses and 
medications for a subsequent clinic visit using RNN [30], to predict 
sepsis using LSTM [31], and to predict the onset of heart failure using 
GRU [9,32], among other examples [1,5]. Also the non-RNN BERT 
model [24] was recently adopted for health care tasks using the EHR 
[6,10,11] as were temporal convolution networks [8]. However, real- 
valued measurements associated with diagnoses were neglected in all 

these works which model EHR as a sequence of discrete-time events [1]. 

3. Embedding real-valued lab tests 

Our study aims to simultaneously represent diagnoses and lab test 
results in the EHR in a suitable way for DL. EHR of subject s was rep-
resented as a set of medical entities, ordered chro-
nologically, Vs =

{
v1

s , v2
s , v3

s , ..,vns
s
}

[10,11], where vj
s is a medical entity, 

e.g., a diagnosis or a lab test result of subject s at time stamp j, and ns is 
the total number of medical entities in the EHR of this subject. For di-
agnoses (represented by ICD9 codes), we used a one-hot-vector indi-
cating the specific medical code (xj

s). For lab test results, we used a tuple 

with a one-hot-vector to represent the test type and (vj
s =

(
xj

s, αj
s

)
) to 

represent the real-value measured, αj
s. 

To handle lab test data, we may have Z-score scaled [33] any lab test 
to compare its value to the norm (reference) for this test. However, a 
challenge is that all lab test results will receive a zero value for their 
mean values, so the model could not distinguish mean values of different 
lab tests. To address this challenge, we propose using two embedding 
matrices, C and V. Matrix C represents the mean of the lab tests, and 
matrix V represents their Z-scores. Combining these matrices allows us 
to represent each lab test uniquely. Such a model mimics the way a 
physician analyzes lab test results by first recognizing the existence of 
the lab test and then evaluating how its value deviates from the norm. As 
the appendix shows, such representation also supports the unification of 
the ICD9 codes with the lab test results under the same setting, providing 
a latent concept shared between lab tests and diagnoses to holistically 
represent a person's medical condition. 

Fig. 1 illustrates our proposed method, where for each person (we 
drop the subject subscript s) each medical entity in the EHR is broken 
down into its one-hot-vector (xj) and measured value (αj). This broken 
medical entity is embedded by matrices C and V to obtain cj and vj. After 
Z-scaling αjto Zj, Zj and vj are multiplied and the result is added to cj. 
This process is repeated for each medical entity, and the final result is fed 
into a GRU layer for prediction. 

4. Materials and methods 

We describe here the database used for the experiments (Section 
4.1), introduce the evaluation strategy (Section 4.2), and discuss the 
implementation of that strategy (Section 4.3). 

4.1. Data understanding and preparation 

The data were collected, labeled, and de-identified by Shaare Zedek 
Medical Center (SZMC). The data contain information from three of the 
four health maintenance organizations (HMOs) in Israel, covering 
approximately 48 % of the population [34]. We focused on CD, which 
has more often a delay in diagnosis compared with the other IBD, ul-
cerative colitis, posing a larger challenge to meet by the clinical com-
munity [35]. The data contained 14,992 CD cases. Non-CD control 
subjects were matched by age, sex, jurisdiction, and HMO. After 
excluding cases without matched controls and vice versa, we were left 
with 12,917 CD cases and 37,900 matched controls, where 12,204 CD 
cases had three matched controls, 575 CD cases had two matched con-
trols, and 138 CD cases had one matched control subject. Table 1 shows 
the characteristics of the study population where for the controls the age 
at diagnosis and time since diagnosis were calculated based on the 
matched CD cases. 

We selected for a subject (prediagnostic CD case or control) all 
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medical entities (codes and lab tests) that appeared up to one year prior 
to the date of CD diagnosis (“index date”). CD diagnosis was determined 
based on a validated case-ascertainment algorithm [36] with the first 
CD-related code or CD-related medication serving as an indicator for the 
diagnosis date (the earlier of the two). We excluded medical entities 
from the year prior to diagnosis because they can be related to a late 
diagnosed CD (a delayed CD diagnosis of a year is common) and thereby 
can lead to data leakage. Note also that ICD9 codes used in the study for 
CD prediction and were collected during the prediagnostic period are 

only non-IBD codes. To capture possible trends in the EHR, we required 
each subject to have at least five medical entities (similar to [10]). This 
requirement dramatically reduced the number of subjects for modeling 
but allowed the collection of enough clinical evidence for the remaining 
subjects for all experimental settings (using ICD9, lab tests, and com-
bined) (Table 2). 

We focus on a binary classification problem (CD = 1 and control = 0; 
Section 5.1). We first randomly divided our entire case population into 
training and test sets (80 %/20 %), and then we split the training set 
again into actual training and validation sets (again, 80 %/20 %), which 
gives us a split of 64 %–16 %–20 % for the training, validation, and test 
sets. Such a split associating a subject with a single set (training, vali-
dation, or test) across all experimental settings. That is, if a particular 
case subject is in the test set, it will be in the test set for all experimental 
settings. After this split, we associated the control subjects with the sets 
according to their matched case subjects (i.e., if case subject X was 
chosen to be in the training set, all control subjects matched to case 
subject X were also moved to this set). Because our primary goal is to 
examine how the proposed method affects the classification perfor-
mance, we made sure that all codes in the test set also appeared in the 
training set. 

To avoid overfitting the model and losing accuracy due to sparsity by 
using too many codes that are missing for most patients, we preferred 
the ICD9 codes [3] to their sub-codes. In addition, we removed all 
administrative codes, and were left with 618 unique ICD9 codes. We 
focused and included 171 unique lab tests that had at least 15 different 
real values and avoided others with categorical results. Finally, we 
removed pregnancy-related lab tests, which are missing for males. 

The selection of specific ICD9 codes and lab tests affected the char-
acteristics of patient representation in terms of the numbers of medical 
entities recorded and unique (not repeated) medical entities per subject. 
Not all subjects had every possible code or lab test in their EHR. Also, not 

Table 1 
Study population characteristics.   

Crohn's disease, N (%) Control, N (%) 

Total 12,917 (100) 37,900 (100) 
Female 6175 (47.81) 18,168 (47.94) 
Male 6742 (52.19) 19,732 (52.06)  

Age at diagnosis 
Mean (STD) 33.54 (16.72) 33.51 (16.57) 
< 18 2255 (17.46) 6482 (17.1) 
18 − 39 6569 (50.86) 19,476 (51.39) 
40 − 59 2946 (22.81) 8671 (22.88) 
≥ 60 1147 (8.88) 3271 (8.63)  

Year of diagnosis 
< 2000 1460 (11.30) 4283 (11.3) 
2000 − 2005 2927 (22.66) 8551 (22.56) 
2006 − 2010 2494 (19.31) 7358 (19.41) 
2011 − 2015 3133 (24.25) 9202 (24.28) 
2016 − 2020 2903 (22.47) 8506 (22.44)  

Disease activity 
Mild 2929 (22.68) 8625 (22.76) 
Moderate 4695 (36.35) 13,809 (36.44) 
Severe 1384 (10.71) 4043 (10.67) 
Unknown 3909 (30.26) 11,423 (30.14)  

Socio-economic status 
Low 2430 (18.81) 9375 (24.74) 
Medium 3842 (29.74) 11,925 (31.46) 
High 4585 (35.5) 11,549 (30.47) 
Very high 2012 (15.58) 4774 (12.60) 
Unknown 48 (0.37) 277 (0.73)  

Table 2 
Numbers of medical events for the CD and control groups for each experimental 
setting (only ICD9, only lab tests, and combined).  

Group Population ICD9 Lab tests Combined 

CD 12,917 10,267 6456 10,327 
Control 37,900 24,100 12,461 24,226 
Total 50,817 34,367 18,917 34,553  

Fig. 1. A suggested embedding method for DL manifested by a GRU.  
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all subjects were diagnosed with the same ICD9 code or sent for a 
particular lab test the same number of times (e.g., a subject can be 
diagnosed with influenza several times, while another subject might be 
diagnosed with influenza only one time or not at all). Therefore, it is not 
easy to fully understand how similar the case and control populations 
are, based on their EHR characteristics. In Table 3, we present the me-
dian values of the numbers of medical entities recorded and of unique 
codes in a subject's EHR record per experimental setup (we used the 
median because it is more robust to outliers than the average value). As 
expected, CD patients had more medical entities (lab tests and di-
agnoses) and thus also more unique codes than their controls. This is 
especially true when we move from the ICD9 or Lab models to the 
Combined model. The additional number of diagnosis codes for CD 
patients may be related to misdiagnoses during the disease pre- 
symptomatic period. We also see that due to their increased number, 
lab tests as medical entities have a larger potential to contribute to 
subject (patient and control) representation than diagnosis codes, and 
that, again due to their numbers, diagnosis codes have a larger potential 
to contribute to patient rather than control representation. 

Table 3 also shows that although we kept 618 unique ICD9 codes, 
only a few appear in each individual EHR. If we were to consider sub- 
codes, then the sparsity would be more significant, and each sub-code 
would be so rare that the model could not be able to learn from it. 

Since we use medical entities that took place more than one year 
before the index date, subjects do not necessarily have an entity pre-
cisely one year before the index date, so the time for prediction (from the 
last entity in the EHR to the index date) varies among subjects. In 
Table 4, we present descriptive statistics for the time to prediction (i.e., 
the time in years from the last entity in the EHR to the index date) in the 
test set for the three settings. We can see that all statistics (except for the 
maximum value) for the time of prediction using the lab test setting are 
longer than those in the other settings. This may be explained by the 
natural order by which, following some illness condition, the first 
medical entities for a patient are lab tests followed, in the case of 
abnormal tests, by a diagnosis. Moreover, while there are some outliers 
in all settings, we can see that the 75th percentile is still close to the 
mean value. 

4.2. Evaluation 

First, we evaluate our proposed embedding method according to the 
actual data with no further considerations. The case-to-control ratio is a 
characteristic of the data collection process and the clinical protocol, 

and matching control subjects to case subjects is based only on age and 
sex. Besides those limitations, we are reluctant to give up any (surplus) 
data of control subjects. While the actual case-to-control ratio (1:2.2 in 
our study) does not represent a real-life scenario, because it is a common 
practice to use data as collected [2,11,16], we will use the actual data-
base as is to evaluate the models in the first scenario. 

To address the issue of this arbitrary case-to-control ratio, we pro-
pose two other scenarios to evaluate our models by bootstrapping 
(sampling with replacement) the test set [37,38]. Bootstrapping allows 
us to control the proportion of cases in the test set and simulate any 
disease prevalence including a real-life one. For example, when we 
bootstrap our test set, we can create a balanced set, a real-life disease 
prevalence, or any other prevalence that has some clinical meaning for a 
specific population (e.g., high risk population). Thus, in the second 
scenario, we bootstrap a balanced dataset to evaluate model accuracy in 
predicting subjects of both classes equally, a scenario that can be used as 
a reference for the other scenarios. 

Since the robustness of any evaluation score of a classifier is subject 
to the imbalance in the data [39], we want to evaluate, in the third 
scenario, how effective our proposed embedding method is for the 
prevalence proportion of CD, which is the fraction of the population 
with the disease [40]. Since it is not easy to acquire databases for disease 
such as CD that hold enough data for modeling the actual prevalence, as 
this is usually very low, most works had to ignore such diseases [10,11]. 
In the case of CD in Israel the prevalence is approximately 0.28 % 
[34,41], but it might change over time due to different factors [40], such 
as lifestyle, that increase CD incidence and prevalence with time 
[41–44]. For example, the risk for CD increases in first-degree relatives 
(FDRs) of an existing patient. In the case of CD, the FDR prevalence is 
around 8 % (depending on the country), and since this is a more 
reasonable challenge for routine disease screening than the 0.28 % 
prevalence in the entire population, we focus here on this use case by 
bootstrapping the database to such a prevalence. 

To summarize, we use three prevalence scenarios to evaluate the 
performance of our embedding method. First is the case-to-control ratio 
existing in the data (CD prevalence of 26 %), and the other two are 
bootstrap scenarios: the balanced dataset scenario and the FDR CD 
prevalence in Israel of 8 % scenario. 

In all three scenarios, we evaluate performance on the test set using 
the receiver operating characteristic (ROC) curve along with the area 
under the ROC (ROC-AUC), the recall-precision curve along with the 
average precision (AP) score, the geometric mean (GM), the F1 score, 
and the balanced accuracy (BA) score [39,45,46]. The ROC and recall- 
precision curves, and the ROC-AUC and AP scores, allow us to eval-
uate and compare the different models over different thresholds. They 
also assist us in selecting the desired classification threshold (to classify 
a “case” if its prediction is greater than the threshold) for a desired 
tradeoff between the true positive rate (TPR =

True positives
Total positives) and false 

positive rate (FPR =
False positives
Total positives) or for a desired tradeoff between the 

precision and recall. Once a classification threshold has been set, we can 
calculate scores that suit imbalance classification problems such as ours, 
e.g., the F1.

F1 = 2
precision⋅recall

precision + recall
, (1) 

GM 

GM =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
TPR⋅TNR

√
, (2) 

and BA 

BA =
TPR + TNR

2
. (3) 

The F1 is the harmonic mean of the precision and recall. The GM 
aggregates the TPR (recall) and true negative rate (TNR =

True negatives
Total negatives, i. 

e., specificity), which often conflict (high TPR usually leads to low TNR 

Table 4 
Time to prediction (years) in the test set for the three settings.   

ICD9 Lab tests Combined 

Mean  1.6  2.39  1.58 
STD  1.37  1.8  1.36 
Median  1.16  1.67  1.15 
75th percentile  1.5  2.75  1.47 
90th percentile  2.47  4.52  2.39 
Max  17.56  16.53  17.58  

Table 3 
Median values for the total numbers of medical entities and unique medical 
entities per experimental setting for the period of up to one year prior to the date 
of CD diagnosis.   

Group Total Unique 

ICD9 CD  65  26 
Control  50  21 

Lab tests CD  103  39 
Control  87  37 

Combined CD  119  50 
Control  80  38  
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and vice versa). Maximization of the GM addresses the goal of improving 
the TPR without sacrificing the TNR. The BA is the average of TPR and 
TNR, so like F1 and GM, it is suitable for imbalanced data, unlike the 
regular accuracy score which is sensitive to the imbalance [39]. 

4.3. Implementation 

The code was written in Python [47]. The models and evaluation 
were implemented using PyTorch [48] and Scikit-learn [49]. Bayesian 
optimization of the hyperparameters [50] was executed using the 
implementation of [51]. All experiments were executed on a machine 
with NVIDIA GeForce GTX 1080 Ti GPU. 

5. Results 

Here, we present the experiments conducted and their results. In 
Section 5.1, we present the experiment setup, including the model and 
its optimization, and define the scenarios we tested. In Section 5.2, we 
present results for the three scenarios: a test set with the original case-to- 
control ratio as provided in the data, and two bootstrapped test sets, one 
balancing between the classes, and another suited to the CD prevalence 
of FDR, simulating a real-life scenario of a high-risk CD population. 

5.1. Experiment setup 

We used a GRU for all experiments. Hyperparameter tuning was 
executed by Bayesian optimization [50] to find the optimal configura-
tion in each experimental setting. Each Bayesian optimization execution 
started with 10 random initial points and 40 additional iterations. We 
optimized the number of hidden units in the GRU (22 − 210), the number 
of GRU layers (1–4), embedding dimension (22 − 28), dropout rate 
(0–0.5), learning rate, and weight decay (10− 5 − 10− 1). We optimized 
the binary cross-entropy (BCE) loss, 

BCE(y, ŷ) = −
1
n
∑n

i=1
(wyilog( ŷi)+ (1 − yi)log(1 − ŷi) ), (4)  

measured on the validation set. yi and ̂yi represent the true and predicted 
labels of subject i, respectively, and n is the total number of (validation) 
subjects over which we compute the loss.We used a weight w and 
defined it as the ratio between the majority class (control; yi = 0) and 
the minority class (case; yi = 1) to tackle the imbalance between the 
classes, so each minority example contributed w times more to the loss 
than a majority example. The implementation of this loss is part of 
PyTorch [48]. We also tried to use focal loss [52] to tackle the class 
imbalance and improve the classification of hard examples. However, it 
showed similar results to the BCE loss. 

After the optimization, we chose the best hyperparameter configu-
ration and the epoch that achieved the best loss on the validation set. 
Since from this point there was no longer a need for the validation set, 
we combined the training and validation sets into a single training set 
and trained the chosen model again on this larger training set. We then 
reported our results on the test set. 

As the length of the EHR sequence representing patients varied 
among subjects, we limited this length by ℓ. Therefore, we converted 

each Vs representing subject s to Ṽs =
{

vj
s

}ns

j=max(ns − ℓ,1)
. For example, for 

ℓ = 120, if a subject had ns>120 ICD9 records, we used only the 120 
ICD9 records with the latest timestamps (up to one year before the index 
[diagnosis] date), i.e., Ṽs =

{
vns − 119

s ,…, vns
s
}
. If a subject had less than 

ns = 120 records, we used all their records. Since this operation will 
exclude past diagnoses, we selected ℓ so that it will affect only a small 
portion of the patients. Table 5 shows that by limiting the sequence 
length to 120 (ℓ = 120), we had to exclude past ICD9 records only for 
20 % of the population (80 % of the population had on average a 
sequence of 114 ICD9 records). While applying ℓ = 120 for the lab tests 

and combined experiments would have excluded past records for 40 % 
of the population (60 % of the patients had on average 118 and 115 
records, respectively; Table 5), setting ℓ = 240 excluded past records for 
only 20 % of the population (similar to the ICD9 experiment). Note 
however that while setting ℓ = 240 allowed the model to use more past 
records, it did not guarantee better results compared to the ℓ = 120 
scenario because learning long-term dependencies is challenging [53]. 
Later, in Section 5.2.3, we will see that the AP values for ℓ < 120 (30, 
60, 80, and 100) were lower compared to ℓ = 120 but not so far (dif-
ference of 0.02 from best to worst), and the AP values for ℓ values of 
120, 140, and 160 were the same, hence we will focus on ℓ = 120. In 
addition, we compared our proposed embedding method to using only 
the information that a lab test took place (similar to the ICD9 scenario) 
without using its actual recorded value (see discussion in Section 3). 

In total, we present four GRU models (all with ℓ = 120),  

• ICD9: Ṽs contains only information about ICD9 codes (baseline).  
• Lab – no values: Ṽs contains only information that lab tests were 

made without their recorded values.  
• Lab – with values: Ṽs contains only information that lab tests were 

made with their recorded values.  
• Combined: Ṽs contains information about both ICD9 codes and lab 

tests with their recorded values. 

The hyperparameters chosen by the Bayesian optimization in each 
experiment are summarized in Table 6. 

5.2. Experiment results 

As described in Section 4.2, we are interested in three scenarios. First 
(Section 5.2.1) is the common ML scenario that is applied to healthcare 
data as is, which in our case represents 30 % CD prevalence when using 
ICD9 codes and lab test results and 34 % when using only lab tests. 
Second (Section 5.2.2) is the bootstrapped balanced test set scenario, 
and third (Section 5.2.3) is the actual prevalence scenario of high-risk 
CD patients. 

We report selected classification metrics by setting thresholds that 
yield recall levels of 15 %, 30 %, and 45 % in all scenarios. We are not 
looking for higher recall rates due to the imbalanced nature of the data 
and because we wish to avoid low precision levels when aiming at high 
recall rates. We need to keep in mind that low precision might mistak-
enly send many people to be examined for the suspicion of IBD, which 

Table 5 
Average numbers of past records for selected percentiles of the patients for the 
three experimental settings.  

Percentile ICD9 Lab tests Combined 

25  20  36  26 
50  49  88  80 
60  65  118  115 
80  114  225  235 
85  136  276  290 
100  1456  5068  5360  

Table 6 
Chosen hyperparameters.   

ICD9 Lab – no values Lab – with 
values 

Combined 

Embedding 
dimension 

23 24 28 27 

Dropout rate 0.42 0.39 0.11 0.07 
Learning rate 10− 2 10− 2 10− 4 10− 2 

# of hidden units 26 26 210 28 

# of GRU layers 2 2 2 4 
Weight decay 10− 4 10− 5 10− 5 10− 4  
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will reduce trust in physicians, HMOs/insurers, and the entire health-
care system in the model. However, low recall might result in many 
people not being diagnosed on time. Therefore, in this work, we focus on 
models providing the highest precision given a selected recall. 

5.2.1. Original database (31 % CD prevalence) 
In this scenario, we kept the original case-to-control ratio in the test 

set. As seen in Table 2, the case-to-control ratio varies between the 
different experiments. For the ICD9 and combined experiments, the 
ratio is ~1:2.35, which gives us a prevalence of approximately 30 %. 
However, for the lab tests experiment, the case-to-control ratio is 1:1.9 
(prevalence of 34 %). To simplify the explanations, we will say that we 

have an average case-to-control ratio of 1:2.2 and an average prevalence 
of 31 %. 

In Fig. 2, we see that the ICD9 model is inferior to all other models 
that used lab tests. By replacing the ICD9 codes with instance of lab tests, 
the ROC-AUC improves from 0.67 (ICD9 model) to 0.71 (“Lab–no 
values” model). However, when we added the recorded values of the lab 
tests, the ROC-AUC improved to 0.77, a higher value even than that of 
the Combined model (ROC-AUC of 0.72). A possible reason might be 
that when we combined two information sources (ICD9 codes and lab 
tests), we used less records from each source by trying to meet the fixed- 
length representation (ℓ = 120), which reduced the amount of essential 
lab test information provided to the model. Similar behavior can also be 

Fig. 2. ROC for the original database. The black dashed line indicates a random model.  

Fig. 3. Recall-precision curve for the original database.  
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seen in Fig. 3, which presents the recall-precision curve. 
In Table 7, we see the classification report for the three selected 

recall values. Our embedding method that used lab tests with their 
values outperformed the other models: only ICD9 codes, only in-
dications of lab result, and combination of codes and the recorded lab 
results (except for the 15 % recall case in which all models that used lab 
results performed similarly). 

5.2.2. 50 % CD prevalence 
In this scenario, we bootstrapped n = 500 samples from each of the 

case and control populations and unified the samples in a single test set 
with an equal number of case and control subjects. We repeated this 
procedure 5000 times and averaged results across the 5000 boot-
strapped test sets. 

Because the ROC is robust to imbalance (it presents performance for 
all thresholds on the probability of CD, which is equivalent to checking 
all case-to-control ratios), the curve in this scenario is like the one we 
saw before. 

Fig. 4 shows that the recall-precision results evaluated on the 
balanced dataset reveal the same trend seen in Fig. 3 for the original 
imbalanced database (ICD9 < Combined < Lab–no values < Lab–with 
values) but with higher values than those evaluated on the imbalanced 
database (AP values of: 0.69 vs. 0.5 (ICD9), 0.76 vs. 0.61 (Combined), 

0.76 vs. 0.65 (Lab–no values), and 0.81 vs. 0.72 (Lab–with values). 
Table 8 presents the average results over the 5000 bootstrapping 

iterations. Excluding the 15 % recall case, where there was almost no 
difference between the models (except of the ICD9 model), the model 
based on lab test values was better than all other models for all per-
formance measures. Together with results from the previous section, 
these suggest that our embedding method is better regardless of the 
prevalence of the disease and could also be used in other cases such as 
the real-life prevalence. 

5.2.3. 8 % CD prevalence 
The national prevalence of CD in Israel is approximately 0.28 % 

[34,41]. Screening the overall population with such low prevalence is a 
challenging task that will also be difficult to evaluate by bootstrapping. 
If we were to bootstrap the population to 0.28 % prevalence, we would 
need approximately 356 control subjects for each CD case subject. 
Hence, we would be limited by the population size we can bootstrap. 
Moreover, executing the screening process over the entire population of 
Israel might lead to many false alarms, which would reduce trust in the 
system. A possible solution is to execute this screening process over a 
population with a higher risk for CD. 

One important population with a higher risk for CD is those who 
have FDR diagnosed with CD. The risk for CD among FDR changes ac-
cording to several factors [54–59]. One of these factors is the genetic 
background; we know that there is a higher prevalence of CD in the 
Jewish population compared to the Arab population in Israel [41]. Also, 
studies from North America show that the Jewish population has a 
higher risk for CD when an FDR is also diagnosed [57]. Another factor to 
consider is the identity of the FDR; the prevalence of CD is higher when 
there is a diagnosed sibling compared to a diagnosed parent [54,56,57]. 
It is not trivial, therefore, to estimate the prevalence of CD when an FDR 
is positive for CD because there is a wide range of results in the litera-
ture. FDR of patients with IBD are 3 to 20 times more likely to develop an 
IBD compared to the general population; for the siblings of a CD patient 
the risk is up to 35 times more than the population risk [54]; while 
[55,56] identify the risk for CD when there is a positive FDR as 8 and 
22.1 times greater, respectively. These differences are because the 
studies were conducted in different countries prone to genetic differ-
ences. We estimate that the prevalence of CD among Jews in Israel with 

Table 7 
Classification performance measures for the original test set. Best results per 
measure and recall value are in boldface.  

Recall Experiment Precision F1 GM BA 

0.15 ICD9 0.69 0.25 0.38 0.56 
Lab – no values 1 0.26 0.39 0.58 

Lab – with values 1 0.26 0.39 0.58 
Combined 0.97 0.26 0.39 0.58 

0.3 ICD9 0.57 0.39 0.52 0.60 
Lab – no values 0.82 0.44 0.54 0.63 

Lab – with values 0.95 0.46 0.55 0.65 
Combined 0.75 0.43 0.54 0.63 

0.45 ICD9 0.48 0.47 0.6 0.62 
Lab – no values 0.63 0.53 0.62 0.66 

Lab – with values 0.76 0.57 0.63 0.69 
Combined 0.59 0.51 0.63 0.66  

Fig. 4. Recall-precision curve for the 50 % prevalence scenario. The black dashed line indicates a random model.  
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a positive sibling might be between 5 % and 10 % so we analyzed ac-
cording to 8 % prevalence, which is approximately 28.5 times greater 
than the prevalence of CD in the entire Israeli population. 

While the information about FDR with CD does not exist in our 
database, it is available for the HMOs that will be able to screen for this 
specific population. Therefore, in this (third) scenario, we bootstrapped 
200 samples from the case population and 2300 samples from the con-
trol population and unified both populations to a single test set of size 
N = 2, 500 with an 8 % prevalence simulating the CD FDR population in 
Israel. Note that it is the size of the control population that limited us to 
only 200 samples from the case population. Compared with the 1:2.2 
and 1:1 case-to-control ratios for the original and balanced databases, 
respectively, this 1:11.5 ratio scenario is complicated for our model, and 
thus, we expect our metrics to be lower compared to those in the pre-
vious two sections. We repeated this procedure 5000 times and report 
the average scores over these repetitions. 

The ROC for this scenario is the same as for the previous scenarios 
since it is robust to imbalance. Fig. 5 shows results of the precision-recall 

curve that, as expected, are lower than those in Fig. 3. Yet the model 
based on our embedding method outperforms the rest of the models, and 
all models are better than the random model. Our model's AP (0.46) is 
almost six times better than that of the random model (which is equal to 
the prevalence, 0.08) and 2.3 times better than that of the ICD9 model 
(0.2). Moreover, our model does not make any mistakes up to a recall of 
approximately 0.17. 

The results for this scenario are summarized in Table 9. For all recall 
values and performance measures, the embedding method outperforms 
all other models (except for similar results with some other models for 
15 % recall). While the 8 % prevalence is low and thus challenging, we 
have achieved satisfactory performance using our embedding method. 
For example, in Fig. 5, we see that we achieve a precision of 0.8 with a 
recall of approximately 0.27; this means that for a prevalence of 8000/ 
100,000 (8 %), we will capture 2160 CD FDR cases with only 540 false 
alarms. 

Table 8 
Average (STD) classification performance measures for the 50 % prevalence scenario. Best results per measure and recall value are in boldface (* indicates STD < 0.01).  

Recall Experiment Precision F1 GM BA 

0.15 ICD9 0.84 (0.04) 0.25 (*) 0.38 (*) 0.56 (*) 
Lab – no values 1 (*) 0.26 (*) 0.38 (*) 0.57 (*) 
Lab – with values 1 (*) 0.26 (*) 0.38 (*) 0.57 (*) 
Combined 0.99 (0.02) 0.26 (*) 0.38 (*) 0.57 (*) 

0.3 ICD9 0.76 (0.03) 0.44 (0.01) 0.53(0.01) 0.6 (0.01) 
Lab – no values 0.89 (0.03) 0.46 (*) 0.54 (*) 0.63 (0.01) 
Lab – with values 0.97 (0.02) 0.46 (*) 0.55 (*) 0.65 (*) 
Combined 0.87 (0.03) 0.45 (*) 0.54 (*) 0.63 (0.01) 

0.45 ICD9 0.69 (0.03) 0.54 (0.01) 0.6 (0.01) 0.62 (0.01) 
Lab – no values 0.77 (0.04) 0.57 (0.01) 0.62 (0.01) 0.65 (0.01) 
Lab – with values 0.86 (0.03) 0.59 (0.01) 0.65 (0.01) 0.69 (0.01) 
Combined 0.77 (0.03) 0.57 (0.01) 0.62 (0.01) 0.66 (0.01)  

Fig. 5. Recall-precision curve for a CD FDR 8 % prevalence. The black dashed line indicates a random model.  
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5.2.4. Sensitivity analysis 
Fig. 6 shows precision, recall, and AP values for prediction times of 

1–5 years before the diagnosis date based on the Lab–with values data, 
ℓ = 120, and the bootstrap method described in Section 5.2.3 with 8 % 
prevalence. When the prediction time is of X years before the diagnosis 
date, it means that all data up to until X years before the diagnosis were 
used for the prediction. Earlier prediction times use data of less subjects 
with less records per subject than later prediction times. Performance for 
all prediction times was measured by the same test set based on data of 
only subjects who had clinical entities at least 5 years before the diag-
nosis date, data which were common to all prediction times. The figure 

shows that the AP decreases with the prediction time from 0.49 for a 
year before the diagnosis date to 0.41 for 5 years before the diagnosis 
date. 

Table 10 summarizes the results of this experiment for prediction 
times between 1 and 2.5 years for three levels of recall 0.15, 0.3, and 
0.45. As expected, the performance for prediction time of 1 year is the 
highest regardless of the recall value, and the tradeoff between precision 
and recall is evident. Because the precision is less sensitive to the pre-
diction time, also the other performance measures, F1, GM, and BA are 
less sensitive to this time. Note that even for a recall of 0.45 and pre-
diction time of 2.5 years, the precision is 0.28, which is 3.5 times better 
than if we declare all subjects as positive (for 8 % patient prevalence). 

Table 9 
Average (STD) classification performance measures for the 8 % prevalence 
scenario. Best results per measure and recall value are in boldface. * indicates 
STD < 0.01.  

Recall Experiment Precision F1 GM BA 

0.15 ICD9 0.31 
(0.06) 

0.2 (0.01) 0.38 (*) 0.56 (*) 

Lab – no values 0.99 
(0.05) 

0.25 (*) 0.38 (*) 0.57 (*) 

Lab – with 
values 

1 (0.01) 0.25 (*) 0.38 (*) 0.57 (*) 

Combined 0.85 
(0.13) 

0.25 
(0.01) 

0.38 (*) 0.57 (*) 

0.3 ICD9 0.21 
(0.03) 

0.25 
(0.02) 

0.52 
(0.01) 

0.6 (0.01) 

Lab – no values 0.44 (0.1) 0.35 
(0.03) 

0.54 (*) 0.63 
(0.01) 

Lab – with 
values 

0.72 
(0.11) 

0.42 
(0.02) 

0.55 (*) 0.65 (*) 

Combined 0.38 
(0.08) 

0.34 
(0.03) 

0.54 (*) 0.63 
(0.01) 

0.45 ICD9 0.16 
(0.02) 

0.24 
(0.02) 

0.6 (0.01) 0.62 
(0.02) 

Lab – no values 0.23 
(0.05) 

0.3 (0.04) 0.62 
(0.01) 

0.65 
(0.02) 

Lab – with 
values 

0.36 
(0.08) 

0.4 (0.05) 0.64 
(0.01) 

0.69 
(0.01) 

Combined 0.23 
(0.04) 

0.3 (0.03) 0.62 
(0.01) 

0.66 
(0.02)  

Fig. 6. Recall-precision curve for 8 % prevalence and prediction times of 1–5 years before diagnosis. The black dashed line indicates a random model.  

Table 10 
Average (STD) classification performance measures for the 8 % prevalence 
scenario and prediction times between 1 and 2.5 years before diagnosis. Best 
results per measure and recall value are in boldface (* indicates STD < 0.01).  

Recall Experiment 
(years) 

Precision F1 GM BA 

0.15  1 1 (0.01) 0.25 (*) 0.38 (*) 0.57 (*)  
1.5 0.99 

(0.03) 
0.25 (*) 0.38 (*) 0.57 (*)  

2 1 (0.02) 0.25 (*) 0.38 (*) 0.57 (*)  
2.5 0.99 

(0.03) 
0.25 (*) 0.38 (*) 0.57 (*) 

0.3  1 0.72 
(0.11) 

0.42 
(0.02) 

0.55 (*) 0.65 (*)  

1.5 0.58 
(0.12) 

0.4 (0.03) 0.54 (*) 0.64 (*)  

2 0.59 
(0.12) 

0.4 (0.03) 0.54 (*) 0.64 
(0.01)  

2.5 0.56 
(0.14) 

0.39 
(0.03) 

0.54 (*) 0.64 
(0.01) 

0.45  1 0.36 
(0.08) 

0.4 
(0.05) 

0.64 
(0.01) 

0.69 
(0.01)  

1.5 0.35 
(0.07) 

0.39 
(0.05) 

0.64 
(0.01) 

0.68 
(0.01)  

2 0.29 
(0.06) 

0.35 
(0.04) 

0.64 
(0.01) 

0.67 
(0.01)  

2.5 0.28 
(0.06) 

0.34 
(0.04) 

0.63 
(0.01) 

0.67 
(0.01)  
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6. Conclusions and future work 

In this work, we developed a novel embedding method for deep 
learning representation of medical codes and real-valued lab tests. It 
allows easy incorporation of lab test results into deep learning models, 
which so far was possible only with feature engineering. The suggested 
method was applied to CD data using a GRU model, and it provided 
significant accuracy improvement compared to previous methods that 
used only ICD9 codes. While the ICD9 codes describe a patient's medical 
state (as usually provided after lab results were measured), they cannot 
describe disease deterioration because they are indicators providing no 
real values. Here is where the embedding of real-valued lab tests makes 
the difference. One of the advantages of the proposed method is that by 
using a simple preprocessing step, it allows models based exclusively on 
ICD9 codes or lab results, and on their combination. Since the combi-
nation of ICD9 codes (which describe the physician's knowledge and 
experience) and lab results (which can describe patient's deterioration 
over time) could not achieve more precise results in this study than just 
using the lab information, it opens avenues for future research. 

This study has several limitations. First, the suggested method do not 
show embeddings of never-seen-before lab test results. Since we 
analyzed data of the entire Israel population, we did not miss any lab test 
result, but when this method will be applied to other databases, this 
issue should be considered. Second, the method might be sensitive to 
different populations or measurement methods and units, which re-
quires training for each population and data source separately. Also, we 
did not use information about demographics, medications, medical 
procedures and hospitalization, and lifestyle. A future study could use 
this information to improve patient representation by a richer embed-
ding. Our database was significantly smaller compared to [10,11], 
hence, we chose to use GRU, which has fewer parameters than self- 
attention models have. However, for larger databases than ours the 
self-attention mechanism will add interpretability, which is crucial in 
the medical domain. A larger database might also allow to introduce 
sub-codes. 

The main strengths of our suggested embedding method are that it is 
model-agnostic and disease-agnostic. Model-agnostic because it is a pre- 
processing stage of the clinical data that may precede the application of 
any DL model. Disease-agnostic because it embeds lab test results with 
diagnoses that are both part of the EHR holding information on all 
diseases in the patient record. 

Validation of our method using an independent cohort is necessary 
before incorporating it in clinical practice to predict CD, for instance in 
first degree relatives of CD patients which are at particular risk for 
developing CD. 

This study can easily be extended to other deep learning architec-
tures (such as BERT's architecture [10,11,24]) by feeding the embedding 
result into other than the GRU model. Moreover, our suggest embedding 
method can also be extended to other medical cases and to non-medical 
domains. 
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Appendix A 

Similarly to [10,11], we represent each subject's EHR as Vs =
{

v1
s , v2

s , v3
s , ..,vns

s
}
, where vj

s is a medical entity such as a diagnosis or a lab test of 
subject s at time stamp j, and ns is the total number of medical entities in subject s’s EHR. The subject's entities are ordered chronologically; therefore, 
v1

s and vns
s are the entities with the earliest and latest time stamps for subject s, respectively. If multiple medical entities were recorded in a single visit, 

then the intra-visit order of these entities will be arbitrary. 
To represent an entity of a diagnosis, vj

s is a one-hot-vector of dimension dC (ICD9 vocabulary size),with the value 1 in the index corresponding to 
the ICD9 code and 0 elsewhere. To represent an entity of a lab test (e.g., glucose, albumin, aspartate aminotransferase, etc.), we represent vj

s by a tuple 
containing the one-hot-vector of dimension dL (lab test vocabulary size),with the value 1 in the index corresponding to the type of lab test made and 
0 elsewhere, and the result of that test. This representation is a derivative of the characteristics of the lab test's data. On the one hand, we need to 
indicate the type of lab test (for instance, glucose or albumin), and on the other hand, we need to indicate the corresponding value measured. We 

denote the one-hot-vector by xj
s and the measured real value by αj

s. Thus, for the lab test, we define vj
s =

(
xj

s,α
j
s

)
. 

To allow both ICD9 codes and lab tests to be represented in the same way, we first unify both ICD9 code and lab test vocabularies, and from this 
stage, we define that the one-hot-vector xj

s will be of dimension d = dC + dL. Secondly, we extend the notation for ICD9 codes in such a way that αj
s will 

be a constant number for any vj
s that represent an ICD9 code. This constant number will allow us to create a mathematical formulation which is similar 

to the ICD9 codes and lab tests. 
The real-valued dense vector xj

s
T ⋅E of dimension demb is the result of embedding the one-hot-vector xj

s of dimension d using an embedding matrix 
E ∈ ℝdXdemb . This embedding formulation does not allow the introduction of the real values of lab tests. To extend the formulation, we consider also 
αj ∈ ℝ (following, we drop the subject subscript s), which is the real value for a lab test recorded at time stamp j.We would like to use the real value in a 
way that indicates how much the result deviated from the norm, while keeping the original formulation for ICD9 codes, which do not have real values 
associated with them. Usually, it might indicate a medical condition when the value recorded deviates from the range associated with a healthy 
individual (i.e., the reference interval) [12]. However, we do not incorporate information about the reference intervals, as they have some limitations 
[13]. Instead, we wish to represent the data as is to enable the model to learn this relationship. 

The first naïve solution would be the multiplication αjxjT ⋅E. In this notation, we can set αj = 1 for ICD9 codes, and by doing so, we are not changing 
the original formulation. However, each lab test has its own characteristics and scale, and the multiplication might yield results of different mag-
nitudes. To address this problem, we apply Z-score scaling [33] per lab test (e.g., an albumin value of 4.5 and an aspartate aminotransferase value of 19 
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for a subject become 0.46 and − 0.51, respectively after Z-score scaling). The formulation then becomes ZjxjT ⋅E. However, this representation has a 
significant flaw. After Z-scaling, the mean value of the recorded lab test at timestamp j will be zero. Therefore, the result of embedding an entity in 
which the recorded value of a lab test is the mean value will be 0 ∈ ℝdemb , and the model would get a zero vector, which does not allow distinction 
between different types of lab tests. In the example above, if the Z-score of albumin and aspartate aminotransferase were zero, then the embedded 
representation would be 0⋅xjT = 0, and the model cannot see the difference between the two (different) clinical entities. 

Therefore, we suggest using two embedding matrices to represent lab tests and their real values. The first matrix, C ∈ ℝdXdemb , will be used to 
represent the mean value of the lab test, and the second matrix, V ∈ ℝdXdemb ,will represent the Z scores recorded. Considering the scenario described 
earlier, we suggest a medical record measured at time stamp j will be represented by a one-hot-vector and Z-scored, Zj, as: 

ṽj = xjT ⋅C+ZjxjT ⋅V. (5) 

In the case αj is the mean value of lab test recorded at time stamp j (Zj = 0), the second term in (5) vanishes, and the representation will be xjT ⋅C; 
thus, we obtain a unique representation for each lab test. However, if αj is not the mean value of lab test recorded at time stamp j (Zj ∕= 0), then we can 
consider (5) as a deviation (represented by ZjxjT ⋅V) from the mean value of the lab test recorded at timestamp j (represented by xjT ⋅C). In the case of the 
representation of ICD9 codes using one-hot-vectors, we set Zj = 0 and restore the original representation of medical codes. In practice, the number of 
rows in V can be smaller than the number in C, as we do not need to store embedding vectors in V for ICD9 codes because they do not have an 
associated real value. 

We could also think of (5) in the following way: xjT ⋅C represents the existence of lab test, and by adding it to ZjxjT⋅V, we can discriminate between 
the cases of no lab test and lab test with Zj = 0. Thus, we train our model to mimic the physician in such a way that they are first aware of the existence 
of a lab result (xjT⋅C), and afterward, they examine how far this result deviates from its mean value (ZjxjT⋅V). Furthermore, in practice, physicians 
compare lab test results to an appropriate reference interval (the “normal” interval of values in which one is considered healthy), so the learned 
weights in V could be considered as a term that represents the significance of each Z-score for the specific lab test and patient and create a learned 
reference interval which is more suitable than the known reference interval for the general population. Overall, the result of (5) is a latent repre-
sentation, we considered as a medical concept, common to both lab tests and diagnoses, which manifests our medical concept embedding method. 

In Fig. 1 we can see an illustration of the proposed method. For the EHR V of we take each medical entity vj (concept given at timestamp j) and 
break it into xj (the one-hot-vector representation) and αj (the measured value, or 0 in case of ICD code). xj is embedded using the embedding matrices 
C and V resulting in cj and vj. αj is Z-scaled and becomes Zj. Afterwards Zj is multiplied by vj. and the result is a cj. The result (ṽj in (5)) is fed into a GRU 
layer. We perform this action for each medical entity. In the last step we take the GRU result (denoted by ỹ) for the prediction task. 
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