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Abstract— transmission range that is closest to the destination [2jnyvi

Maintaining low power consumption is critical in wireless ad  measures of progress have been proposed [2], [7]-[10].
hoc and sensor networks. With packet transmissions and re- While greedy forwarding is efficient in dense networks, it

transmissions consuming much of the energy resources in véless ; h . .
networks, it becomes important to minimize the number of may fail to find a path in the presence of dead areas, voids,

transmissions associated with the end-to-end delivery ofakets. OF obstacles. In such networks, a packet may reach a “local
Power-aware routing algorithms must balance the advantage minimum” at which point no progress towards the destination

and disadvantages of selecting to forward packets over shtar js possible. Recovery mechanisms, such as face routing [3],
high-quality links against selecting longer and less reliale links. [4] and limited flooding [2], [11], can be used to circumvent

This paper proposes a new power-aware geographic routing L .
technique that combines geographic greedy routing with prba- and recover from local minima. Both these techniques can

bilistic random walks to recover from local minima (i.e., cases guarantee delivery under certain conditions. With faceingu
when the forwarding node is not aware of any neighboring node packets are forwarded around the faces of a planar graph

providing “greedy” progress towards the destination). Buiding (created by removing edges from the neighbor graph).
upon previous power-aware protocols without recovery mech- . . . N
nisms, our protocol uses simple distance metrics that combe Wireless links are often unreliable, and can have signifi-

information about the individual reception rates between rode cantly different reception rates. Energy-efficient gregmiyting
pairs and the relative forward progress candidate nodes preide  protocols must therefore efficiently balance the advarstagel

tOWfrdS th%tar%et, dESt(i”ﬁtion- Tlhe Combineddme”i"?dare ‘mgg; disadvantages of selecting shorter high-quality linksirga
make greedy choices (when at least one node provides progsgs : : : ; :
and probabilistic choices (when the packet recovers from aokcal Sele(.:tmg lo.n.ger and potentially less re.hable I|r_1ks,. vbhic
minimum). Using simulations we show that power-aware routhg Provide additional progress towards the final destination.

significantly reduces the energy consumption in the networkand Our main contribution in this paper is to combine ideas
our probabilistic recovery mechanism can significantly incease from power-aware greedy protocols and random walk theory
the delivery rates with only a small decrease in energy effiency. - s .
to provide a totally distributed routing protocol. The nermp
tocol uses power-aware probabilistic random walks to bypas
. INTRODUCTION and recover from local minima. In contrast to face routing

Wireless ad hoc networks consist of geographically digrotocols, our probabilistic best-effértecovery Ime(.:hanism
tributed nodes, which use wireless communication links #P€S not require any graph structure to be maintained.

deliver information between nodes. Each node functions asBoth the greedy and recovery component of our protocol use
both a host and a router, and the network topology may chargyelistance metric which combines (i) a power-aware metric
dynamically due to node mobility, node failure/recovemyda that estimates the reception rates between individual node
various physical properties related to the propagatiomebh pairs [12], and (ii) a progress metric measuring the redativ
(e.g., obstructions, noise, and power limitations). progress candidate nodes make towards the final destination
In multi-hop wireless networks, nodes must cooperate ahtgreedy mode the packets are forwarded to the neighbor with
relay each other’s packets toward their final destinatiorthe largest value; in recovery mode packets are probabilist
Geographic routing [1]-[4] is attractive for large multi-hop cally forwarded based on the values of individual nodes.

wireless networks in which individual nodes are not typical  The remainder of the paper is organized as follows. Section
reliable and/or the network topology frequently changesng || provides a brief overview of related work. Section Il defs

information about the geographic location of nodes (olef@in o routing algorithm. Section IV presents simulation fessu
using a combination of GPS devices and localization systerpaﬁa”y’ conclusions are presented in Section V.

[5], [6], for example) these protocols allow each node to
determine the next node to forward the packet.

In the simplest form of geographic routing, callgobedy IWhile random walk theory ensures that (time-to-live andramsmission)

routing, each node forwards the packet to the node with{farameters can be selected to guarantee that packets aheatiyedelivered in

connected networks, we focus on parameter settings forhwdic protocol

To appear inProc. IEEE WCNC '09. This work was supported by the is a best-effort protocol. It should be noted, however, that simulation
Natural Sciences and Engineering Research Council (NSBRCanada and results show that significant improvements in deliverysaten be achieved by

Informatics Circle of Research Excellence (iCORE) in theviiice of Alberta.  allowing longer random walks, at a very small reduction iergy efficiency.



Il. BACKGROUND closest to what the authors refer to as the energy-optirtaat re

Geographic routing algorithms typically require each fofR0sition. Other works have propc_>sed power-aware techgique
warding node to know the location of itself, its neighboré,hat attempt to balance the traffic among the nodes (propor-
and the destination node. Nodes can easily obtain their off@! to their energy reserves, for example), in an attetmpt
location (using a GPS device, for example), and the Iocati@ﬁtend_ the time until the_flrs_t n0(_1efa|l_ure occurs due todgtt
of their neighbors. In addition, many scalable protocolgehadepletion [17], [18]. (This time is typically referred to #se
been proposed that distribute information of the locatién dfetime of the network.)

the destination (e.g., [5], [6])- C. Recovery Techniques

A. Greedy Geographic Routing While greedy forwarding is efficient in dense networks, it

The main component of most geographic routing techniquBt®y fail to find a path in the presence of dead areas, voids,
is typically a greedy forwarding mechanism. Greedy routingf oPstacles. In such networks, a packet may reach a point
protocols have been defined based on distances, progr8gvhich no progress towards the destination is possilse, (i.
and/or direction. With distance-based protocols, eacheno@ ‘10cal minimum’). To avoid routing loops, techniques have
forwards the packet to the neighbor closest to the destinati2€€n proposed that drop packets whenever a local minimum
With progress-based protocols, each node forwards thespadR r€ached, or a packet revisits a previously visited nodg. [1
to the neighbor that provides the most progress towards thd @c€ routing (or perimeter routing) [3], [4], [19] is a
final destination. Many measures of distances and progré§glable technique that can guarantee delivery in conecte
have been proposed (e.g., [2], [7], [8], [13]). With directi networks. With face routing, packets are forV\_/arded around
based (or compass) routing the packet is forwarded to tHi¢ faces of a planar graph, created by removing edges from
neighbor that minimizes the angle between the neighbor, th¢ neighbor graph. Unfortunately, delivery guaranteesat
forwarding node itself, and the destination [10]. In gehers®Ways feasible in practice, and maintaining a planar graph
greedy forwarding is efficient in dense networks where it f&ructure may be costly. For example, mobility, heteroggne

possible to make progress at each step (e.g., [14]). and imperfect communication devices may cause the neighbor
graph to change frequently.
B. Power-aware Routing Limited flooding [2], [11] requires much less accurate state

Wireless links in ad hoc and sensor networks are oftdpformation about each node and its location. With these
highly unreliable. The existence of unreliable links exgma techniques a packet at a local minimum is flooded to all
key weakness in greedy forwarding protocols. While |ongé}eighbors. The node performing the flooding then rejects any
links may provide additional forward progress towards tHBcoming copies of the packet. All receiving nodes forwamel t
final destination, such links are often less reliable and reay Packet as usual, with the exception that they must retransmi
quire re-transmissions. Energy efficient routing protecolist the packet to the best neighbor that has not yet rejected the
therefore take the packet loss probabilities into considien. Packet, until there is a neighbor that accepts the packet.

To capture the energy and reliability tradeoffs pertaining ~Many protocols have combined greedy routing with recov-
geographic forwarding, Zuniga al. [9] proposed using a link- €rY mechanisms. For example, various greedy strategies hav

layer model of the Packet Reception Rate (PRR) [12]:  been combined with face routing [3], [4], [20]. Kiet al. [21]
deployed a testbhed and showed how these techniques can be

—(1- = _Ld)i p8f made practical in real environments.
PRR(d) = (1 56T ( 5 0.64)) . (1) p
Here, d is the transmitter-receiver distance, the signal-to- D- Random Walks
noise ratio (SNR)p the encoding ratio, andl the frame length  Random walks are a natural approach to graph exploration.
(assumed equal to 50 bytes). The SNR itself can be definedmdts simplest form, a packet is (at each step) forwarded to a
v(d)ap = P.— PL(d)— P, whereP, is the transmitted power, node chosen randomly and uniformly from the current node’s
PL(d) is the path loss, an®, represents the noise floor. Theneighbors. Rumor-based random walks [22] have been applied
model considers several environmental and radio parametdy long-lived search agents that record the path of eaclclsear
such as the path-loss exponen},(the log-normal shadowing query. Once an agent is informed of an event of interest, the
variance §), and the modulation and encoding schemes of thecorded path can be used to route back to the originating
radio. Performance analysis of greedy forwarding strateginode. Random walks have also been used to achieve load
using the PRR metric can be found in [9]. balancing in multi-path routing environments [23], [24].
Through passive monitoring and/or active probing, nodesThis paper proposes a new power-aware geographic rout-
can estimate the quality of the links to neighboring nodeimg technique that uses biased random walks to bypass and
For example, effective algorithms to dynamically captund a recover from local minima. While a random-walk approach
store such information have been proposed and evaluatedriay require longer time for a packet to be delivered (than
the context of many-to-one data aggregation networks [15]using limited flooding, for example) we have found that it
Haibo and Hong [16] present a power-aware geographigically requires fewer transmissions and hence lowees th
routing protocol that forwards the packets to the neighbenergy consumption. We believe that this tradeoff is atrac



in delay-tolerant environments in which minimizing energy
consumption is important. We note that delivery guarantees
could be handled using higher-level recovery mechanisms. T /
improve delivery times, our protocol could be extended to /
issue multiple parallel random yvalks. Bas_ed on recent fgglin $(0,0) ds; t(2,0)
by Alon et al. [25], such extensions could in some cases result \ !
in significant time reductions. This paper focuses on thegne !
efficiency and leaves such protocols for future work. N

An alternative random-recovery approach is to route the - -
packet towards a random intermediate target, at which point
the packet's target is changed to the location of the actual Fig. 1. Distances used by the progress metrics.
destination [26]. This approach can be generalized by iogat
a path of anchor nodes along which packets can be routed [Zgstination than node (i.e., until d ; < d.:). When such a
This paper does not consider sender-defined approaches. nodes’ is reached the packet re-enters greedy mode.

One of the main advantages with random walks is that if When in recovery mode, we use a biased random walk.
the location information of some set of nodes is incorred particular, each candidate node (i.e., neighbog N(s))
or missing, it may still be possible to deliver the packetS assigned a forwarding probabilityr(n) proportional to
We believe this property is especially attractive in mobild (s, n,t); i.e., Pr(n) = W(s,n,t)/ 3y, cns W(s,n',t).
environments. In addition, random walk approaches inttgren Figure 2 summarizes our routing algorithm. As described

provide load balancing. above, we consider a packet to be routed from nede a
nodet (Lines 1 and 2). At each routing step, until the packet
[1l. PROTOCOLDESIGN reaches the final destination, the forwarding nedketermines

. L ) , . to which neighbor to forward the packet. This node becomes
This section introduces our routing algorithm. Similar t¢,o new sendes (Line 4.3).
previous geographic routing algorithms, packets can be N ot . he the node at which the packet was closest to the final
one of two modesgreedy or recovery. In either mode, the_destination (Lines 1 and 4.4). A packet is considered indyee

protocol Uses a distance met_rlc that combines informatigfy, e \yhenever it is not currently recovering from a minimum
about reception rates and relative forward progress. ladyre ie., s = ¢), ands has at least one neighberthat provides

mode, the packets are always forwarded to the neighbor bgress towards the final destination (i.8s € N(s) S.t.
which the metric has the largest value. In recovery mode, t s,n,t) > 0). In greedy mode, the packet is forwarded to
packets are probabilistically forwarded based on the idd& e oden in this set with the hi,ghesﬂ(s n,t) value (Line

values of the metric for each of the neighboring nodes. Se4:_-1_1)_ Otherwise, the packet is in recovery mode, with each

Fion H-A summarizgs ourropting algorithm, and S_ectiohBI neighboring noden given a forwarding probabilityPr(n),
introduces the routing metrics used by the algorithm. proportional toW (s, n, ) (Line 4.2.1).

A. Routing Algorithm

Two power-aware distance metrics are usédin greedy 1 s,c < [sending node]
mode, andW in recovery mode. While we defer the exact 2 f,vﬁle[t?rie; node]
details of these metrics to the next section, we note that,’;. if c — s and3n € N(s) s.t. G(s,n, ) > 0; then
both metrics combine information about the reception ratesy 1 1: n*  argmax,, . (o) G (s, 1, 1)
and the relative forward progress achieved when a node 4.2: else
forwards the packet towards a final destination nedea 4.2.1: n* « select usingPr(n) o« W(s,n,t)
some neighbor € N(s), whereN (s) is the set of neighbors 4.3 sent
of s. For simplicity, the algorithm requires that the greedy j‘j‘l, i dg’f_<8d“v“ then
metric G(s, n,t) is positive whenever node is closer to the 5~ ang while

destinationt than nodes is to ¢, and non-positive otherwise.

Similarly, we require thatV (s, n, t) is always non-negative.
By default, the algorithm begins in greedy mode. A mini- Fig. 2. The routing algorithm.

mum is reached whenever there is no neighbaer N (s) that ) ]

has a positive distance gain (or, given our constraintpn B- Routing Metrics

wheneverG(s,n,t) < 0,Vn € N(s)). If we letd,, denote  Both metricsG and W are defined as the product of (i)

the distance between node and y, this occurs whenever a power-aware routing metric based on the reception rates

dnt > ds i, Yn € N(s). See Figure 1. In this case, the distancketween individual node pairs, and (ii) a progress metria-me

ds. is recorded (as the closest distantg to the destination suring the relative progress different candidates makeutdsv

thus far) and the packet enters recovery mode, in which maithe final destination. For the power-aware component we use

it remains until it reaches a new nodethat is closer to the the Packet Reception Rat® RR), defined in equation (1).




4:5. Homogenous nodes, with equal transmission power, are
Fa— scattered throughout this area using a uniform probability
4 distribution. For each topology we simulatéd, 000 end-to-

end packets (from a randomly selected sendera randomly
selected target nodé€). We present the average values, as
calculated over all ten topologies.

y coordinate
y coordinate
o

R - L L -
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1

B. Candidate Algorithms
Four different routing algorithms are simulated:

« Euclidian, without recovery: Euclidian distance gains are
used for greedy routing. No recovery mechanism.

« Power-aware, without recovery [9] Equation (2) is used
for greedy routing, and packets are dropped when reach-
ing a local minimum.

x coordinate x coordinate

(@ /f=0 (b) f=0.5

Fig. 3. Weight of the second term in equation (4). Each cantioe delimits
a region with weights no less than the value associated Wéhline.

For simplicity, in greedy mode we use the relative Euclidian

distance gaind, ; — d,.:)/ds: as our progress metric: . .
gairds. )/ st prog « Power-aware, with biased recovery walk: The proposed
%) ) routing algorithm, as defined in Section Ill. Equation (2)

G(s,n,t) = PRR(ds ) (1 — . : i : 1
ds.t is used for greedy routing and equation (4) is used for

The combined power-aware greedy metric has been shown to €Covery routing. . .

perform well in dense networks [9] Of course, many alteweati  * Shortest path: Global knowledge is used to find a path

metrics are possible. v_wth th_e fewest hops between the source and the destina-
To ensure that each neighberhas a non-negative weight ~ tion. Ties are broken randomly.

W (s,n,t), the recovery metridV uses weighted distanceThe above range of protocols allows us to compare how

gains, rather than absolute distance gains. We scale gaths gnuch performance improvement (if any) is due to power-aware

that the node furthest frorh (at a distance maxe y(s)dn/;) 9reedy routing, and how much improvement is due to power-

is given a weight), and the node closest to(at a distance aware recovery. Future work will consider additional power

min,, < n(s)dn’.¢) iS given a weight 1. Using linear scaling, theaware recovery mechanisms. THeortest path algorithm is

weighted distance gai(n) is given as follows: included as an abstract baseline policy. We note that it is an

offline algorithm that typically is not feasible in practice
ma)%’GN(s)dn’,t - dn,t 9 yp y P

D(n) = - . 3
(n) maX/l/EN(s)dn’,t - mlnn/EN(s)dn/,t ( )

To allow tuning of the bias towards nodes closer to the Figures 4(a) and (b) show the average energy efficiency and

destination, the final metric uses a factbweighted by the delivery ratio, respectively, as functions of the numbenades
maximum valueD* = max, ¢ (o D(1'): in the network. We define the energy efficiency as the number

X of packets successfully received per transmission. (Tleigim
W(s,n,t) = PRR(ds,5,) - (fD* + (1 — f)D(n)). (4) is proportional to the amount of data delivered per consumed

Note that with f — 0 the full linear scale is used, and withunit of energy.) With 25 nodes the delivery ratio is smalltrees

# =1 all nodes are given equal weight. Figure 3 shows thetwork is not fully cor!nec_ted, and nodes typic_ally can only
second term in equation (4) for the case when all neighb(ffgward packets to destinations close to them. With 200 spde

are evenly spread within a disk of radius 1 from the sendirfd]} the other hand, the network is highly connected and both
nodes, located at the origin, and the target nadis located power-aware techniques are able to achieve a delivery ratio

at coordinate(2,0). Note that the power-aware componen?qual to 100%. These figures confirm that there is a significant

PRR(d, ,,) favors nodes closer to the sender advantage to power-aware routing in dense networks.
o In this paper we focus on the region for which there is not

IV. PERFORMANCEEVALUATION always a greedy path, but the network is still connected. For
This section presents preformance results for our new rofltis region, we note that the use of a recovery mechanism
ing algorithm, and compares its performance to the perfdian significantly increase the delivery ratio (Figure 4(a))

C. Performance Comparison

mance of a number of benchmark algorithms. at the expense of reduced energy efficiency (Figure 4(b)).
] _ ) Subsequent figures will focus on this tradeoff.
A. Smulation Design and Methodology Of special interest is finding protocols that achieve a deliv

Our simulations are based on existing Java code [28]y ratio as high as possible, while ensuring that the rgutin
modeling the Packet Reception Rate (PRR). We simulated tigorithm is energy efficient. While both the energy efficign
system for a large number of scenarios with different protocand delivery ratio are outputs from our simulations, we il-
parameters, network parameters, and/or number of nodestrate the tradeoff between these quantities using descat
For each scenario, ten different random node placemeptst. For each routing algorithm (and scenario), each data
(topologies) were generated. For simplicity, each netwopoint represents a unique configuration of protocol pararset
occupies a rectangular region with a length:width raio @mong the five curves shown in each graph in Figures 5 and 6,
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Fig. 6. Policy comparisons for a number example scenaribs.ifpact ofI'T'L is illustrated by (a) and (d). The impact of the node dengtjfliistrated
by (b) and (e). The impact of the network size is illustratgd(®) and (f). (Default scenarioz = 100, size=0 x 50, TTL = 50, f = 0.5.)

four vary the maximum number of re-transmissions (using tisenaller and larger networks, respectively.
following values 1, 4, 8, 12, 15, 20, 30, 50). For the proposedFigure 5 shows that there is a significant advantage to using
protocol we also show a curve in which the number of rggower-aware routing even for less dense networks. This is
transmissions is fixed at 10, and the maximum number iiistrated by the fact that points of the power-aware mgiti
consecutive hops in recovery mode is equal to: 1, 2, 5, 1dlgorithms have higher values in both metrics. Second, and
20, (50, 100, 2003. perhaps more importantly, we note that the probabilisttove
Results are shown for a number of example scenarios. Té& mechanism substantially increases the delivery ratib w
default scenario has = 100 nodes, a network size @b x 50, only a small decrease in energy efficiency. This is illustidiy
f = 0.5, and a maximum time-to-live€"T'L = 50. These the flat lines. For example, the highest delivery ratio witho
results are shown in Figure 5. Every other scenario diffiers iecovery (using 30 retransmissions) is 0.59; however, with
one characteristic. Figures 6(a) and (d) show results fatlem more than 10 retransmissions the new protocol can achieve
and larger time-to-live values, respectively. Figures)@{bd a delivery ratio of 0.85. (This corresponds to an increase of
(e) show results for networks with lower and higher nod43%, while the energy efficiency is only reduced by 20%;
density, respectively. Figures 6(c) and (f) show results férom 0.114 to 0.092.)
) _ _ _ _ Figure 6 shows that these observations are true for a
The maximum number of hops in recovery mode is further lichibg the

time-to-live (I'T'L) parameter used by each protocol, which limits the totaW'de range of scenarios. In fact, th? recovery mechanism
number of transmissions per source-destination path. is particularly efficient in systems with larger TTL values
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[10]
(Figures 6(d)), for which the recovery algorithm has more
time to locate recovery paths. The small range of potenti[:i\_lL]
delivery ratios in Figures 6(b) shows that there is veryelitt
that can be done when the density does not allow much
connectivity. While it is rare that the recovery mechanism ilZ
used in dense networks (Figures 6(e)), we note its simplicit
can also make it attractive in denser networks. For example
in the case that some nodes are damaged or out of power,[ﬁfib
power-aware recovery mechanism allows the packet to recove
without any additional information. Finally, while the egg [14]
efficiency is reduced by the (on average) longer paths in the
larger networks, Figures 6(c) and (f) show that our generab)
conclusions are independent of the network size.

Figure 7 shows that the results are relatively insensitive
the parameter choicé, though f = 0 achieves the highest
delivery ratio. We expect aggressive random walks (small@r]
f) to be even more advantageous in mobile scenarios.

V. CONCLUSIONS (18]

This paper proposes a hew power-aware geographic rout-
ing protocol that combines power-aware greedy routing wi
power-aware random walks to bypass and recover from lo¢zd)
minima. The proposed routing protocol is fully localized,
energy efficient, and does not require any graph structure
or routing-state information to be maintained. Our resultgi]
show that the power-aware recovery mechanism can achieve
significant improvements in delivery rates, compared togrew
aware greedy protocols without a recovery mechanism, at thsgj
cost of only a small reduction in energy efficiency. Futurekvo
will consider alternative recovery mechanisms (using iplat [24]
parallel random walks, for example [25]) and evaluate the
protocol under mobile scenarios (for which we expect biasét!
random walks to be more efficient).
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