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Abstract Mathematical models of sand dune dynamics have considered different types of sand dune
cover. However, despite the important role of psammophilous plants (plants that flourish in moving-sand
environments) in dune dynamics, the incorporation of their effects into mathematical models of sand dunes
remains a challenging task. Here we propose a nonlinear physical model for the role of psammophilous
plants in the stabilization and destabilization of sand dunes. There are two main mechanisms by which the
wind affects these plants: (i) sand drift results in the burial and exposure of plants, a process that is known
to result in an enhanced growth rate, and (ii) strong winds remove shoots and rhizomes and seed them in
nearby locations, enhancing their growth rate. Our model describes the temporal evolution of the fractions
of surface cover of regular vegetation, biogenic soil crust, and psammophilous plants. The latter reach their
optimal growth under either (i) specific sand drift or (ii) specific wind power. The model exhibits complex
bifurcation diagrams and dynamics, which explain observed phenomena, and it predicts new dune
stabilization scenarios. Depending on the climatological conditions, it is possible to obtain one, two, or,
predicted here for the first time, three stable dune states. Our model shows that the development of the
different cover types depends on the precipitation rate and the wind power and that the psammophilous
plants are not always the first to grow and stabilize the dunes.

1. Introduction

The dynamics of sand dunes have been studied extensively in the framework of mathematical and physical
modeling [Bagnold, 1941; Kok et al., 2012]. The complexity of their patterns and dynamics, due to physical
processes at many temporal and spatial scales, poses a great challenge to modelers. Models for sand dynam-
ics include processes at a broad range of scales: the grain scale [Anderson and Haff, 1988; Forrest and Haff,
1992; Landry and Werner, 1994], the scale of meters (ripples and mega ripples) [Anderson, 1987; Forrest and
Haff, 1992; Landry and Werner, 1994; Prigozhin, 1999; Yizhaq, 2005, 2008], the scale of tens of meters (sand
blowouts) [Gares and Nordstrom, 1995], the dune scale (scale of hundreds of meters, different dune types,
such as barchan, linear, and parabolic) [Bagnold, 1941; Andreotti et al., 2002; Durán and Herrmann, 2006; de
M. Luna et al., 2009; Reitz et al., 2010; Nield and Baas, 2008], and mean field models of sand dune cover types
(scale of kilometers) [Yizhaq et al., 2007, 2013].

Sand dunes cover vast areas in arid and coastal regions (∼ 10% of Earth’s terrestrial surface [Pye, 1982; Pye
and Tsoar, 1990; Thomas and Wiggs, 2008]) and, therefore, are considered to be an important component of
ecosystems [Tsoar, 2008; Veste et al., 2001; Shanas et al., 2006] and climate [Thomas et al., 2005; Ashkenazy
et al., 2012; Otterman, 1974; Charney et al., 1975] dynamics. Dunes may be stabilized by vegetation and/or
biogenic soil crust (BSC) [Danin et al., 1989]; since vegetation can only exist above a certain precipitation
threshold (typically ∼ 50 mm/year [Tsoar, 2005]), sand dune dynamics and activity in arid regions are
affected by the precipitation rate.

Many experimental [Bagnold, 1941; Fryberger and Dean, 1979; Pye and Tsoar, 1990] and theoretical
[Bagnold, 1941; Andreotti et al., 2002; Durán and Herrmann, 2006; de M. Luna et al., 2009; Reitz et al., 2010;
Nield and Baas, 2008; Kok et al., 2012] works have been devoted to uncovering the mechanisms behind
the geomorphology of sand dunes. Most of these models have focused on dune patterns and their corre-
sponding scaling laws, on dune formation, and on the transition from one type of dune to another. These
mathematical and physical models usually require a long integration time, therefore only enabling the sim-
ulations of relatively small dune fields. An alternative approach is to model the vegetation and BSC cover
of the dunes, ignoring dune patterns and 3-D dune dynamics, and to determine dune stability (active or
fixed) according to the fraction of vegetation and BSC cover; bare dunes are active, while vegetated and/or
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BSC-covered dunes are fixed [Yizhaq et al., 2007, 2009; Kinast et al., 2013; Yizhaq et al., 2013]. Such models
require a relatively short computation time and have been used to explain the bistability of active and fixed
dunes under similar climatic conditions. In addition, it is possible to model the development of a 2-D vege-
tation cover by considering the spatial effect of the wind and the diffusion of vegetation [Yizhaq et al., 2013].
Both observations [Veste et al., 2001] and models [Kinast et al., 2013] indicate that BSC plays an important
role in dune stabilization in arid regions with relatively weak winds.

The movement of windblown sand is a stress to “regular” vegetation (hereafter “vegetation”). Some
species have evolved to tolerate, and even flourish in, moving-sand environments. These plants are called
“psammophilous plants” [Danin, 1991, 1996; Maun, 2009]. Psammophilous plants have developed several
physiological mechanisms to survive in and benefit from sand drift. Here we focus on several interactions
of these plants with sand drift. The first interaction is the exposure of previously buried plants due to sand
movement, which increases their photosynthesis and growth rates [Danin, 1991, 1996; Maun, 2009]. The sec-
ond is the burial of plants or some of their shoots by the windblown sand; some plants that have adapted
to the sandy environment respond to burial with a short-term decrease in function and growth, followed
by an enhanced growth rate and function. These increases in growth rate and function are more common
when the burial is temporary [Zhang and Maun, 1990, 1992; Wagner, 1964; Mart́ınez and Moreno-Casasola,
1996; Maun, 2009]. The most likely origin of the enhanced aboveground growth is the increased root mass
due to the burial [Cheplick and Grandstaff, 1997; Perumal and Maun, 2006; Maun, 2009]. The final interac-
tion explicitly considered here is the removal of shoots from the plants by the wind and their burial by the
sand; in some of these plants, this is the mechanism that enhances growth through the development of
new plants from the wind-spread shoots [Wallen, 1980]. The effects of the exposure and burial (the first and
second interactions mentioned above), whose rates of occurrence and efficiency are determined by the
actual sand drift, will be referred to as mechanism I, and the more direct effects of the wind (the third inter-
action mentioned above), whose rates of occurrence and efficiency are determined by the drift potential,
will be referred to as mechanism II. We note that this is an oversimplified classification of the interactions of
psammophilous plants with the wind and the sand drift.

Psammophilous plants play an important role in dune stabilization. Due to their adaptation to moving-sand
environments, they are the first to develop (under suitable environmental conditions) in bare and active
sand dunes [Danin, 1996; Maun, 2009; Moreno-Casasola, 1986; Maun, 1998; Mart́ınez et al., 2001; Maun,
2009]. Once a sufficiently dense psammophilous plant cover is established, the sand movement is reduced
accordingly, enabling the development of vegetation and BSC. This development further reduces the sand
activity, suppressing the growth of psammophilous plants and further enhancing the growth of vegeta-
tion and BSC. This process may continue until the dunes become fixed and reach a steady state associated
with the environmental conditions. Despite their important role in dune stabilization, only a few studies
[Baas and Nield, 2010; Eastwood et al., 2011] have incorporated the dynamics of psammophilous plants into
mathematical models of sand dunes.

The major goal of this study is to investigate the dynamics of psammophilous plants on sand dunes, con-
sidering explicitly their interactions with vegetation and BSC. Our model neglects a continuous supply of
sand and only accounts for sand drift. Therefore, we expect the model to be valid for desert dunes and
coastal dunes in which the influx of sand is small. Our model differs significantly from models that consider
the growth rate of psammophilous plants to depend on the overall sand flux rather than on the sand drift
[Baas and Nield, 2010; Eastwood et al., 2011]. The models that explicitly consider the geomorphology of sand
dunes (such as Baas and Nield [2010] and Eastwood et al. [2011]) are able to resolve length scales of meters
or less and, hence, the heterogeneous sand flux. This resolution allows the determination of preferred loca-
tions for the growth of different types of vegetation and the shape of the dunes. The mean field models,
like ours, only capture processes at the scale of several dunes. Hence, the heterogeneity of the sand flux is
not resolved. However, the lower resolution simplifies the dynamics significantly and enables the under-
standing of the large-scale effects of the interplay between different cover types. The large scale of the
model also allows us to neglect the heterogeneity of the sand flux and focus on the spatially averaged sand
drift. The temporal scales captured by mean field models are also larger than those captured by the more
detailed models.

The model suggested below is a natural extension of the models suggested by Yizhaq et al. [2007] and
others [Yizhaq et al., 2009; Kinast et al., 2013; Yizhaq et al., 2009]. The model describes the development of
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vegetation, BSC, and psammophilous plants on sand dunes, taking into account the effects of the wind and
the precipitation. We suggest two ways to model psammophilous plants. The first approach aims to describe
“mechanism I,” in which the growth of the psammophilous plants is optimal under a specified sand drift.
The second approach describes “mechanism II,” in which psammophilous plants reach their optimal growth
under a specified optimal wind power (or drift potential, defined below). The setup of the models of mech-
anisms I and II is different, since the drift potential, used to model the optimal growth due to mechanism II,
is not affected by the actual dune cover, while the sand drift that is used to model mechanism I is strongly
affected by the dune cover. Both approaches show that for some climatic conditions (a region in the drift
potential and precipitation rate parameter space), the psammophilous plants act as pioneers in colonizing
sand dunes, followed by vegetation and/or BSC that dominates the sand dune cover toward its stabilization.
These dynamics are in agreement with the scenario suggested by Danin [1996] and Maun [2009].

2. The Model

Our model for psammophilous plants (coupled to vegetation and BSC) follows previously suggested mean
field models [Yizhaq et al., 2007, 2009; Kinast et al., 2013] for the dynamics of vegetation and BSC cover
of sand dunes. The dynamical variables in our model are the fractions of regular vegetation cover, v, BSC
cover, b, and psammophilous plant cover, vp, where vp is a new variable added to the model described in
Kinast et al. [2013]. The model does not account for the geomorphology of the sand dunes and adopts a
very simplified view of the various interactions involved in dune dynamics (see, for example, the much more
complicated models considered in Baas and Nield [2010], Eastwood et al. [2011], and references therein).
However, its simplicity and the relatively small number of variables and parameters offer an excellent oppor-
tunity to understand different mechanisms of large-scale dune stabilization and activation by varying
climatic conditions.

The effects considered in the previous models [Yizhaq et al., 2007, 2009; Kinast et al., 2013], as well as in this
model, may be divided into three categories: effects that are not related to the wind, effects that are directly
related to the wind, and effects that are indirectly related to the wind (representing effects of sand drift). The
effects that are not related to the wind include the growth and mortality of the different cover types. We
assume a logistic-type growth [Baudena et al., 2007]. The logistic growth is a simple mathematical formula-
tion of the fact that a small population growth rate is independent of the population density, while at higher
population density, the growth rate diminishes as the population density approaches the carrying capacity
of the ecosystem. The natural growth rate, 𝛼j(p) (j stands for the cover type, either b, v, or vp), depends on
the precipitation rate, p; for simplicity and consistency with previous works, we adopt the form of [Yizhaq et
al., 2007, 2009; Kinast et al., 2013; Yizhaq et al., 2013]

𝛼j(p) ≡ 𝛼_maxj

(
1 − exp

(
−

p − p_minj

cj

))
j ∈

{
v, vp, b

}
, (1)

where 𝛼_maxj is the maximal growth rate of the jth cover type. This maximal growth rate is achieved when
the precipitation rate, p, is high enough not to be a growth-limiting factor and when the other climatic con-
ditions are optimal. The parameter characterizing how sharply the growth rate saturates with an increasing
precipitation rate is cj . In addition, we consider the spontaneous growth of the cover types (growth occur-
ring even in bare dunes) due to effects not modeled here, such as the soil seed bank, underground roots,
and seed dispersal by the wind and animals. These effects are characterized by spontaneous growth rates,
𝜂j . The wind-independent mortality is accounted for by an effective mortality rate for each cover type, 𝜇j .

In modeling the direct and indirect effects of the wind, we use the wind drift potential, Dp, as a measure
of the wind power [Fryberger and Dean, 1979]; Dp is linearly proportional to the sand drift. The wind drift
potential is defined as

Dp ≡ ⟨U2
(

U − Ut

)⟩, (2)

where U is the wind speed (at 10 m height above the ground) measured in knots (1 knot = 0.514 m/s),
Ut = 12 knots is the threshold wind speed necessary for sand transport, and the ⟨⋅⟩ denotes a time aver-
age. When the wind speed, U, is measured in knots, Dp is measured in vector units, VU ≡ knot3. This relation
is based on the Lettau equations [Fryberger and Dean, 1979]. Dp provides only the potential value of sand
drift; in the case of unidirectional wind, it coincides with the resultant wind drift potential (RDP), which
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also takes into account the wind direction. Here we assume that the winds are unidirectional and use Dp

instead of RDP.

Two wind effects are considered in our model. The first is the direct damage or mortality by the wind, which
is proportional to the square of the wind speed (which is proportional to the wind stress) [Frederiksen et al.,
2006]. For simplicity, and in order to minimize the number of the parameters in the model, we assume that
the direct damage by the wind is proportional to D2∕3

p [Fryrear and Downes, 1975], which is a good approx-
imation of the wind stress. The second effect is the movement of windblown sand—that is, sand drift. The
sand drift is equal to the drift potential multiplied by the amount of sand multiplied by a function of the
fraction of vegetation covers, g(v, vp), which accounts for the reduction of sand drift by the vegetation [Lee
and Soliman, 1977; Wolfe and Nickling, 1993]. The sand drift shading function, g(v, vp), is assumed to be a
steplike function that, above some critical value of the vegetation cover, vc, drops to zero, while for values
of the vegetation cover much lower than vc, it obtains its maximal value, 1 [Lee and Soliman, 1977]. For sim-
plicity, it is assumed that g(v, vp) is a function of the difference between the actual fraction of vegetation
cover, v + vp, and the critical value vc. In the previous models [Yizhaq et al., 2007, 2009; Kinast et al., 2013;
Yizhaq et al., 2013], the sand drift was considered as a damaging effect, increasing the mortality of regular
vegetation and BSC due to root exposure and aboveground biomass burial by the sand.

Here we focus on the role of psammophilous plants, considering their cover fraction, vp, as a dynamical vari-
able with a unique interaction with the sand drift. The psammophilous plants reach their maximal growth
rate under optimal sand drift [Danin, 1996; Maun, 2009, 1998; Mart́ınez et al., 2001], providing them with
the necessary rate of sand cover and/or exposure and branch/leaf seeding (the two mechanisms described
in section 1). These unusual optimal conditions yield different dynamics of psammophilous plants. These
dynamics, when coupled with the dynamics of the regular vegetation and BSC, lead to interesting and
complex bifurcation diagrams (steady states) of the sand dunes and their cover types. The complete set of
equations describing the dynamics of the sand dune cover types is

𝜕tv = 𝛼v(p)
(

v + 𝜂v

)
s − 𝛾v D2∕3

p v − 𝜖vvD − 𝜇vv, (3)

𝜕tvp = 𝛼vp
(p)

(
vp + 𝜂vp

)
s − 𝛾vp

D2∕3
p vp − 𝜖vp

vpfi

(
Dp, v, b, vp

)
− 𝜇vp

vp, (4)

𝜕tb = 𝛼b(p)
(

b + 𝜂b

)
s − 𝜖bbD − 𝜇bb. (5)

We introduce the following notations: s is the fraction of bare sand

s ≡ 1 − v − vp − b. (6)

The sand drift, D, is defined as

D ≡ Dp × g
(

v + vp − vc

)
× s. (7)

The sand drift shading function is defined as

g(x) ≡
⎧⎪⎨⎪⎩

1 x < −1∕d
0.5 (1 − xd) −1∕d < x < 1∕d
0 x > 1∕d

(8)

where the parameter d determines the sharpness of the transition from total sand drift shading to
its absence.

The effect of sand drift on psammophilous plants is different from its effect on the other types of sand cover.
Here we consider two different options of modeling this unique interaction of psammophilous plants with
sand drift, mechanisms I and II, which were explained above. These two mechanisms are modeled using
different forms of the function fi

(
Dp, v, b, vp

)
.

In the first approach (mechanism I), only the sand drift is assumed to affect the dynamics of vp. Therefore, the
mortality depends only on the sand drift, fI

(
Dp, v, b, vp

)
= Q(D). Q(D) obtains its minimal value, Q

(
Dopt

)
=0,

for D = Dopt. Away from the optimal sand drift conditions, Q(D) is larger than zero and hence introduces a
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Table 1. Model Parametersa

Symbol Meaning Value

𝛼_maxv Maximal growth rate of v 0.15/year
p_minv Minimal rainfall needed for v growth 50 mm/year

cv Saturation coefficient of the v growth rate 100 mm/year
𝜂v Spontaneous growth rate of v 0.2 (dimensionless)
𝜇v Non-Aeolian mortality rate of v 0
𝛾v v vulnerability to wind shear stress 0.0008 VU3∕2/year
𝜖v Sand transport-induced mortality parameter of v 0.001/VU/year
𝛼_maxb Maximal growth rate of BSC 0.015/year
p_minb Minimal rainfall needed for BSC growth 20 mm/year
cb Saturation coefficient of the BSC growth rate 50 mm/year
𝜂b Spontaneous growth rate of BSC 0.15 (dimensionless)
𝜖b Sand transport-induced mortality parameter of BSC 0.0001/VU/year
𝛼_maxvp

Maximal growth rate of vp 0.15/year

p_minvp
Minimal rainfall needed for vp growth 50 mm/year

cvp
Saturation coefficient of the vp growth rate 100 mm/year

𝜂vp
Spontaneous growth rate of vp 0.2 (dimensionless)

𝛾vp
vp vulnerability to wind shear stress 0.0006 VU3∕2/year

𝜎 Range of optimal sand drift or drift potential 100 VU
vc Critical vegetation cover 0.3 (dimensionless)
d Steepness of sand drift shading 15∕2.35 ≈ 6.38

av stands for regular vegetation, and vp stands for psammophilous vegetation.

mortality term due to the nonoptimal sand drift conditions. This form of the function Q(D) reflects the fact
that the maximal growth rate, 𝛼_maxvp

, is assumed to be under optimal sand drift conditions. We thus use
the following form of Q(D)

Q(D) ≡

{
1
𝜎2

(
D − Dopt

)2 |||D − Dopt
||| < 𝜎

1 |||D − Dopt
||| > 𝜎

(9)

This choice of the function reflects the behavior described above. Other choices of the function Q(D) (such
as 1 − exp

((
D − Dopt

)2 ∕𝜎2
)

) yield similar results. Therefore, we focus on this choice. It is important to
note that this form of the function ensures that vp cannot be much larger than vc (vp >> vc would lead to
significantly reduced sand drift and, therefore, to sand drift that is much lower than is optimal).

The second approach to model the enhanced growth of psammophilous plants under sand drift condi-
tions (mechanism II) is simpler and assumes that the optimal growth conditions are achieved under an
optimal wind drift potential rather than under optimal sand drift conditions. Therefore, we assume that
fII

(
Dp, v, b, vp

)
= D × R

(
Dp

)
, where

R
(

Dp

)
≡ 1 − 𝜌 exp

((
Dp − Dp,opt

)2

2𝜎2

)
. (10)

The parameter 𝜌 > 1 and is set to ensure that the maximal value of vp will not exceed vc. Note that when
(Dp − Dp,opt)2 ≫ 2𝜎2, this vegetation growth term turns into an indirect mortality term, similar to the
interaction of regular vegetation with the sand drift.

Below, we refer to the different approaches as models I and II, respectively (corresponding to mechanisms I
and II for the enhanced net growth of psammophilous plants). For consistency with previous studies [Yizhaq
et al., 2007, 2009; Kinast et al., 2013], we use the parameters listed in Table 1 (for a discussion of the choice of
the value of d, see Yizhaq et al. [2009]). In model I, 𝜖vp

= 0.2∕year, 𝜇vp
= 0, and Dopt = 300 VU, while in model

II, 𝜖vp
= 𝜖v = 0.001∕VU∕year, 𝜇vp

= 1.2∕year, Dp,opt = 300 VU, and 𝜌 = 5.0072. In what follows, the drift
potential, Dp, will be measured in units of VU, the precipitation rate, p, in units of mm/year, and the mortality
rate of the BSC, 𝜇b, in units of 1/year. Time is measured in years. Justification regarding the choice of the
parameters and the model setup can be obtained from Yizhaq et al. [2007, 2009] and Kinast et al. [2013].
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Figure 1. Maps of the number of solutions as a function of the precipitation rate, p, and the wind drift potential Dp . (a–c)
Model I with BSC mortality rates 𝜇b = 0.001, 0.006, and 0.01 (measured in units of 1/year), respectively. (d) Model II and
BSC mortality rate 𝜇b = 0.006/year.

Note that for simplicity, we do not include direct competition terms between the different model variables,
unlike Kinast et al. [2013]. Below, we present results for different values of Dp, p, and 𝜇b.

3. Results

The two main climatic factors that affect sand dune dynamics are the wind conditions, which are character-
ized by the drift potential, Dp, and the precipitation rate, p. We first study the number of physical solutions
(0 < v, vp, b < 1) for given climatic conditions (Dp and p). We find that the number of solutions strongly
depends on the maximal value of the BSC cover, which is determined by the BSC mortality rate, 𝜇b, and
the other parameters. In Figure 1, we show maps of the total number of physical solutions (both stable
and unstable) for different values of p and Dp. Figures 1a–1c correspond to model I and BSC mortality rates
𝜇b = 0.001/year, 0.006/year, and 0.01/year, respectively. Figure 1a corresponds to a small value of the BSC
mortality rate, 𝜇b = 0.001/year, and it shows the existence of a typical bistability region (the region with
three solutions, two of which are stable and one is unstable). Figure 1b corresponds to a higher value of the
BSC mortality rate, 𝜇b = 0.006/year, for which we have two regions of bistability. Figure 1c corresponds to
an even higher value of the BSC mortality rate, 𝜇b = 0.01/year, for which we obtain two regions of bistability
and, in addition, a region of tristability (the total number of steady states is five). Figure 1d corresponds to
model II with 𝜇b = 0.006/year. It shows the existence of a bistability range. For much smaller BSC mortality
rates, model II does not show a bistability region; higher values of 𝜇b change the location (in the parameter
space) of the bistability region but do not result in a qualitatively different bifurcation diagram.

Figure 1 shows that the approaches adopted in models I and II result in different numbers of physical steady
state solutions. In model I, for all three values of 𝜇b considered here, we have at least one range with three
physical solutions (as shown in Figure 1). Two of the three solutions are stable and one is unstable. As we
increase the mortality rate of the BSC (see Figure 1b), and thereby reduce the maximal value of b, a sec-
ond region of bistability appears. A further increase of 𝜇b results in an overlap of the two bistability regions
and, therefore, in a range of tristability in which we have five physical solutions (three stable solutions and
two unstable ones, see Figure 1c). The two bistability regions are due to the different actions of the sand
drift shading on the regular and the psammophilous plants. Small values of 𝜇b allow high values of b, and
therefore, the only possible bistability is due to either low or high values of vp, which, by shading, reduce
the sand drift even for high values of Dp. It is important to note that in this case, one of the states cor-
responds to active dunes, while the other corresponds to marginally stable dunes. The psammophilous
plants can never cover the dunes to the extent to which there is no sand drift because they cannot sur-
vive away from the optimal sand drift, Dopt. The mortality due to sand drift is reduced by the growth of a
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Figure 2. Bifurcation diagrams versus the drift potential, Dp , as predicted by model I along the vertical dashed lines indi-
cated in Figure 1c. (left) Precipitation rate, p = 100 mm/year; (right) p = 300 mm/year. The rows (from top to bottom)
correspond to the fractions of uncovered sand, s, BSC cover, b, psammophilous plant cover, vp, regular vegetation
cover, v, and the total sand drift shading vegetation, vt ≡ vp +v (the dotted line marks the critical value of the vegetation
cover for sand drift shading, vc). The solid (dashed) lines correspond to stable (unstable) states. The BSC mortality rate is
𝜇b = 0.01/year.

low value of vp toward the critical cover, vc, thereby accelerating this growth. However, once vp is larger
than the critical value, the sand drift sharply decreases and the mortality of the psammophilous plants
increases significantly, which in turn, reduces vp. The combination of these two actions results in a stable
state at which vt ≈ vc. For higher values of 𝜇b, the bistability of active and stable dunes, due to sand drift
shading by regular plants [Kinast et al., 2013], appears and creates the second range of bistability for lower
values of Dp. Further increasing the BSC mortality rate results in an overlap of the two bistability ranges
and, therefore, in a range of tristability. In model II, there is, at most, one region of bistability, as shown in

Figure 3. Bifurcation diagrams versus the precipitation rate, p, as predicted
by model I along the horizontal dashed line of Figure 1c. The different rows
correspond to the cover type fractions as in Figure 2. The drift potential
was set to Dp = 500 VU, to capture all the solution branches. The BSC
mortality rate was set to 𝜇b = 0.01/year.

Figure 1d. For the parameters
explored here, we could not identify
two distinct mechanisms of bistabil-
ity. For much smaller values of 𝜇b,
there is no bistability range, and for
all values of p and Dp, there is only
one physical solution. For larger val-
ues of 𝜇b, the bifurcation diagram is
qualitatively the same as the one pre-
sented in Figure 1d. Similar behavior
is obtained when considering only
vegetation [Yizhaq et al., 2009] and
when considering BSC in addition to
regular vegetation [Kinast et al., 2013].

To better understand the complex
steady state phase space, we present
in Figure 2 the bifurcation diagrams,
as predicted by model I, against the
drift potential. These bifurcation dia-
grams show cross sections along the
vertical dashed lines in Figure 1c.
The two columns correspond to two
values of the precipitation rate. The
different rows correspond to the
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Figure 4. Bifurcation diagrams as predicted by model II along the vertical dashed lines of Figure 1d. The bifurcation
parameter is the drift potential, Dp . The different rows correspond to the cover type fractions, as in Figure 2. (left)
Precipitation rate, p = 100 mm/year; (right) precipitation rate, p = 300 mm/year.

different cover type fractions. We also present the following: (i) the total vegetation cover (v + vp), which
determines the stability of the dunes and (ii) the fraction of exposed sand. Obviously, these two variables
may be extracted from v, b, and vp and are only shown for clarity.

For the higher value of the precipitation rate, p = 300 mm/year, there are two Dp ranges of a single stable
state (for low and high values of Dp). In addition, there are two ranges of bistability—one in which the dunes
may be exposed or densely covered and a second range in which the dunes may be exposed or partially
covered (vt ∼ vc). In between the two bistability ranges, there is a range of Dp for which we have tristability.
Namely, the dunes may be exposed, densely covered, or partially covered. For the smaller precipitation rate,
p = 100 mm/year, the tristability range disappears. The value of the BSC mortality was set equal to the value
used in Figure 1c to capture the more complicated bifurcation diagrams.

To complete the picture of the bifurcation diagrams, as predicted by model I, we show in Figure 3 the
bifurcation diagrams against the precipitation rate for a fixed value of the drift potential (Dp = 500 VU,
set to ensure that all of the five physical solutions are captured). These diagrams correspond to a cross
section along the dashed horizontal line in Figure 1c. In these diagrams, one can see the onset of bistability,
followed by the onset of tristability, which disappears as the precipitation rate increases.

Figure 4 depicts the bifurcation diagrams versus the drift potential, as predicted by model II, for precipitation
rates of p = 100 mm/year and p = 300 mm/year. The diagrams are taken along cross sections corresponding
to the dashed vertical lines in Figure 1d. For both values of the precipitation rate, there is only one bistability
range. However, its width, shape, and location (in the parameter space) are affected by the value of p. A
significant difference between model II and model I is the lack in the former of a steady state corresponding
to partially covered dunes (vt ∼ vc).

Bifurcation diagrams versus the precipitation rate as predicted by model II are presented in Figure 5.
The drift potential was set to the optimal value for psammophilous plants according to this model,
Dp = 300 mm/year (corresponding to the horizontal dashed line in Figure 1d). In these diagrams, one can
see the onset of bistability and its disappearance as the precipitation rate increases.

The bifurcation diagrams alone do not elucidate all the information provided by the models. The dynam-
ics are of relevance and importance to understanding the role of psammophilous plants in sand dune
dynamics. We begin exploring the dynamics predicted by the models by investigating the steady state
reached from different initial conditions. In Figure 6, we show the steady states reached using model I.
Figures 6a–6d correspond to the initial conditions of bare sand dunes (v(t = 0) = b(t = 0) = vp(t = 0) = 0),
vegetation-covered sand dunes (v(t = 0) = 1; b(t = 0) = vp(t = 0) = 0), BSC-covered sand
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Figure 5. Bifurcation diagrams as predicted by model II. The bifurcation
parameter is the precipitation rate, p. The different rows correspond to the
cover type fractions. The drift potential was set to Dp = 300 VU.

dunes (v(t = 0) = 0; b(t = 0) = 1;
vp(t = 0) = 0) and psammophilous-
plant-covered sand dunes (v(t = 0) =
b(t = 0) = 0; vp(t = 0) = 1), respec-
tively. The different rows correspond
to the cover type fractions. Here
again, for convenience, we show the
exposed sand fraction.

The different initial conditions result
in different steady state maps. For all
initial conditions, we find that for a
low drift potential and a not-too-low
precipitation rate (the lowest part of
the panels of the first row in Figure
6), the vegetation cover dominates
and stabilizes the sand dunes. For the
full-vegetation-cover initial condition,
the vegetation remains dominant,
even at higher values of the drift
potential (see Figure 6b). For all initial
conditions and climatic conditions,
except for a small regime of interme-

diate drift potential and low precipitation, the fraction of BSC cover is relatively small. The steady state with
a maximal fraction of BSC cover is obtained for intermediate values of the drift potential and a not-too-small
precipitation rate for an initial condition of full-vegetation cover (see Figure 6b).

The psammophilous plant cover fraction is significant for intermediate and high values of the drift potential
for all initial conditions except for the full-vegetation-cover initial condition for which vp only dominates at

Figure 6. The steady states corresponding to different initial conditions as predicted by model I as a function of p and Dp . (a) The bare-dune initial condition,
v(t = 0) = b(t = 0) = vp(t = 0) = 0. (b) The vegetation-covered-dune initial condition, v(t = 0) = 1; b(t = 0) = vp(t = 0) = 0. (c) The crust-covered-dune initial
condition, v(t = 0) = 0; b(t = 0) = 1; vp(t = 0) = 0. (d) The psammophilous plant-covered-dune initial condition, v(t = 0) = b(t = 0) = 0; vp(t = 0) = 1. The
different rows correspond to the different cover type fractions as indicated. The dashed lines mark the edges of the multistability regimes, namely, the crossing
lines between regions with different numbers of physical solutions as shown in Figure 1c. The numbers in the top left indicate the number of stable physical
solutions in each region.
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Figure 7. The steady states corresponding to different initial conditions as a function of p and Dp, as predicted by model
II. (a) The bare-dune initial condition, v(t = 0) = b(t = 0) = vp(t = 0) = 0, and (b) the full-vegetation-covered initial
condition, v(t = 0) = 1; b(t = 0) = vp(t = 0) = 0. The different rows correspond to the different cover type fractions as
indicated. The dashed lines mark the edges of the bistability regime as shown in Figure 1d. The numbers in the top left
indicate the number of stable solutions in each region.

high values of the drift potential. The maximal value of vp is obtained for the vp = 1 initial condition. These
results suggest that the basin of attraction of the steady state solution with vp ∼ vc is relatively small if there
is a stable state with a high value of v.

The bottom row in Figure 6 shows that for a bare dune initial condition, stabilization of the dunes is only
possible at a high enough precipitation rate and a low drift potential. For a small range of intermediate drift
potential, the steady state is partially covered dunes, namely, vt ∼ vc. For the v = 1 initial condition, we
found that the dunes remain stabilized for a high enough precipitation rate and an intermediate or weak
drift potential. Note that for this initial condition, the partially covered dune steady state does not appear
(for any climatic condition). For the b = 1 initial condition, the steady state map is very similar to the map
obtained for the bare dune initial condition. However, the region of partially covered dunes in steady state
is larger and extends to higher values of the drift potential. For the vp = 1 initial condition, the steady state
map shows a large region of partially covered dunes in steady state. Here this region extends to very high
values of the drift potential.

Figure 7 shows the steady states of model II reached by different initial conditions. Figure 7a corresponds
to the bare-dune initial condition, and Figure 7b corresponds to the full-vegetation-cover initial condi-
tion. Initial conditions of full psammophilous plant and BSC cover resulted in the same steady state as
the bare-dune initial condition. These results suggest that the basins of attraction of the states in the
bistability regime are determined by the value of v and are less sensitive to the values of b and vp in this
model. Similarly to model I, we find that in model II, for all initial conditions, a low drift potential, and a
not-too-low precipitation rate, the vegetation cover dominates and stabilizes the sand dunes. For the
full-vegetation-cover initial condition, the vegetation remains dominant, even at higher values of the drift
potential (see Figure 7b). Note that for the parameters used here, the values of the drift potential are signifi-
cantly lower than the values predicted by model I; it is possible to extend these regions by choosing a larger
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Figure 8. Time evolution of the cover type fractions as predicted by model
I. The precipitation rate was set to p = 300 mm/year. The dashed lines cor-
respond to drift potential, Dp = 200 VU, and the solid lines correspond to
Dp = 300 VU. The solid lines show dynamics in which the psammophilous
plants initially dominate and, later on, the normal vegetation dominates.
The dashed lines show an evolution in which the psammophilous plants
and the normal vegetation grow equally at first, and, later on, the normal
vegetation dominates.

maximal growth rate, 𝛼v,max. For
the bare-dune initial condition, the
fraction of BSC cover is small in all cli-
matic conditions except for a small
region of low precipitation and drift
potential at which only the BSC can
grow. For the v = 1 initial condition
and not-too-low values of the drift
potential, the values of b are signif-
icant; yet, these values are smaller
than the values of v under the same
climatic conditions. We see that for
the parameters used in model II,
the maximal values of vp are signifi-
cantly smaller than those obtained for
model I. The only regions with signif-
icant values of vp in steady state are
around Dp,opt. For the bare-dune ini-
tial condition, the region extends to
high precipitation rates, while for the

full-vegetation-cover initial condition, this region is truncated at low precipitation rates. The bottom row of
Figure 7 shows that the stability map of the sand dunes is similar to that obtained when the psammophilous
plants are neglected and only the vegetation and BSC are considered as dynamical variables.

A common paradigm for the stabilization of sand dunes under high sand drift is that the psammophilous
plants act as pioneers [Danin, 1996; Li et al., 1992, 1997; Zhang et al., 2005; Maun, 2009]. Due to their ability
to flourish under significant sand drift, they are the first to colonize bare dunes. Their growth reduces the
sand drift by wind shading and enables the growth of regular vegetation, eventually resulting in stabilized
dunes on which the fraction of vegetation cover dominates. In order to test whether our models are capable
of reproducing this paradigm, we investigate the temporal dynamics. In Figure 8, we show the values of v, b,
and vp versus the time for the bare-dune initial condition. The precipitation rate was set to p = 300 mm/year.
The dashed lines correspond to Dp = 200 VU, and the solid lines correspond to Dp = 300 VU. Our results
show that under some climatic conditions, the dynamics follow the paradigm (the solid lines), while
under other climatic conditions, the initial growth of the vegetation is identical to the initial growth of
the psammophilous plants (the dashed lines). The results presented in Figure 8 were calculated using
model I. For the same climatic conditions, model II yields qualitatively the same results.

4. Summary and Discussion

We have studied the effect of psammophilous plants on the dynamics of sand dunes using a simple
mean field model for sand dune cover dynamics (vegetation, BSC, and psammophilous plants). Two main
mechanisms of interaction of the psammophilous plants with the wind and the sand drift were mod-
eled separately. Root exposure and the covering of branches/leaves by the sand drift enhance the net
growth of psammophilous plants and result in maximal growth under optimal sand drift conditions (model
I). Branches and leaves removed by the wind and buried by the sand develop new plants and increase
the growth rate of psammophilous plants under an optimal wind drift potential (model II). These two
approaches resulted in qualitatively different steady states and dynamics; the sand drift optimal growth
model (model I) shows a richer steady state map, with up to three stable dune states (extensive sand cover,
moderate sand cover, and small sand cover), while the wind drift potential optimal growth rate (model II)
shows up to two stable dune states (extensive and small sand cover).

The model predicts up to three different stable steady states. The obvious stable steady state corresponds to
bare-active dunes. This state is found for a low precipitation rate and/or high drift potential. Under these cli-
matic conditions, the mortality rate of the vegetation is larger than the growth rate, and therefore, the bare
dunes remain stable. The second stable steady state observed corresponds to dunes that are sufficiently
vegetated to reduce the sand drift significantly, thereby decreasing the mortality rate of the vegetation and
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stabilizing the covered dunes. The vegetation-covered dunes are observed under a sufficiently high precipi-
tation rate. The third stable steady state corresponds to partially covered dunes. In this state, the dune cover
is dominated by psammophilous plants. This state is observed for a high drift potential and precipitation
rate, high enough to allow the development of significant psammophilous plant cover. The stability of this
state is obtained due to the effect of the sand drift on the growth of the psammophilous plants. A cover frac-
tion of the psammophilous plants, vp, which is below the critical cover for eliminating the sand drift, vc, can
grow further. Once it significantly exceeds vc, the sand drift is significantly reduced and the psammophilous
plant mortality rate grows. This interplay results in a stable steady state in which vp ∼ vc.

The steady states mentioned above are not exclusive, and either a bistability or tristability of the states is
found in some ranges of climatic conditions. The underlying mechanism of the bistability of fixed vegetated
dunes with bare-active dunes was discussed in previous papers [Yizhaq et al., 2007, 2009; Kinast et al., 2013]
and can be summarized as follows. The origin of the bistability is the function g(vc − vt) that represents the
dependence of erosion and deposition processes (sand drift) on the vegetation cover. Starting from a veg-
etated dune, it is possible to decrease the vegetation cover by increasing the wind power (or decreasing
precipitation). The dune will gradually become less vegetated and more active until the vegetation cover
decreases to the critical vegetation cover, at which point the mortality rate, due to sand drift, increases sig-
nificantly. This enhanced mortality will further reduce the vegetation cover and result in an active, almost
bare, dune. It is possible to stabilize an active dune by increasing the vegetation and BSC cover by either
decreasing the wind power or increasing the precipitation rate. However, as long as the dune vegetation
cover is below the critical vegetation cover, the mortality term associated with sand drift will be significant.
For this reason, the dune will be stabilized only under very small wind power and a sufficiently high precip-
itation rate. Hence, it is possible to find both active (bare) and fixed (vegetated) dunes for a range of wind
power and precipitation rates.

The effects of sand drift on psammophilous plants introduce an additional mechanism for multistability.
Starting from a dune partially covered by psammophilous plants (vp ∼ vc corresponding to optimal sand
drift), it is possible to decrease their cover by increasing the wind power (or decreasing precipitation). The
increased mortality due to direct wind damage will cause the dune to become less vegetated and more
active until the vegetation cover decreases significantly below the critical vegetation cover, at which point
the mortality rate, due to sand drift, increases significantly (as the sand drift is significantly larger than its
optimal value). This enhanced mortality will further reduce the psammophilous plant cover and result in an
active, almost bare, dune. In order to allow for the psammophilous plant cover to be significant, the wind
power has to decrease (or the precipitation rate has to increase) enough to enable vp ∼ vc and, hence, the
sand drift that is optimal for the psammophilous plants. This will result in a bistability of partially covered
and bare dunes.

In addition, there is also a bistability of vegetated and partially covered dunes. Starting from a dune partially
covered by psammophilous plants, it is possible to decrease their cover by decreasing the wind power. The
increased psammophilous plant mortality, due to the reduced sand drift, is accompanied by the decreased
mortality of regular vegetation. The enhanced growth of regular vegetation will eventually lead to veg-
etation cover that is much larger than the critical cover and, therefore, to weak sand drift increasing the
regular vegetation cover and decreasing the psammophilous plant cover. In order for the vegetated dune
to become only partially covered (involving a transition from a state at which the regular vegetation dom-
inates the cover to a state at which the psammophilous plants dominate the cover), the wind power must
increase significantly, such that the mortality rate due to direct wind is large enough to decrease the reg-
ular vegetation cover far below the critical value, thereby allowing the psammophilous plants to maintain
a cover fraction corresponding to their optimal growth conditions. When the two bistability regions of the
psammophilous plants overlap, we find the tristability.

While there are examples for the coexistence of active and fixed dunes under similar climate conditions
[Yizhaq et al., 2007, 2009], we are not aware of observations that may be associated with the “new” dune
state predicted by model I of moderate cover in which the vegetation cover is close to the critical vegetation
cover, vc (it is important to note that according to this model, the basin of attraction of this state is very small,
and therefore, it may not be easily realized in observations). Identifying such a state in observations will
provide strong support for the model’s setup. We hope to explore this and other features of the model in
the future.
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The different spatial and temporal scales captured by mean field models and spatially explicit (resolving
dune morphology) models make it difficult to compare the results of the two approaches. A significant dif-
ference is the fact that in our model, the psammophilous plants are assumed to be affected by the sand
drift (including both erosion and deposition) rather than by the sand flux gradient. To the best of our
knowledge, most field studies have shown that only a combination of erosion and deposition (sand drift)
can enhance the growth rate of psammophilous plants. The different scales, mechanisms, and results of
the two modeling approaches call for further field studies at all scales in order to allow better modeling
of the effects of psammophilous plants on dune dynamics. It is important to note that the multistability
reported here and in previous studies of mean field models has not been reported for models resolving
dune morphology.

The model proposed here does not aim to be operative. It aims to provide a qualitative understanding of the
dynamics of psammophilous plants in the presence of regular vegetation and BSC. Nevertheless, a compar-
ison with observations of the bistability of sand dunes, reported in Yizhaq et al. [2007, 2009], indicates that
model I fits the observations better than model II; model II exhibits only an active dune state for drift poten-
tial values that are larger than 700 (see Figure 1), while stable dunes exist in nature for higher values of Dp.
Model II can to be tuned to fit these observations by increasing 𝛼_maxv or decreasing 𝜖v . We do not present
these results here, in order to use the same parameters in models I and II wherever possible. Another obser-
vation that is worth noting concerns the fraction of BSC cover. Both models I and II resulted in BSC cover that
does not exceed 25%. Studies have reported almost complete BSC cover on sand dunes for small (order of
meters) plots (e.g., Figures 5B and 7 of Veste et al. [2011]). This discrepancy between the model and obser-
vations can be attributed to the mean field nature of the model, representing only scales of kilometers that
usually contain several types of dune surface covers.

The separation of the two growth mechanisms—by assuming optimal growth conditions under either (i) an
optimal sand drift or (ii) an optimal wind drift potential—helps us to understand the effect of each of these
mechanisms. A more realistic model should include a combination of these two mechanisms, resulting in,
most probably, a richer dynamics and steady state map. Observations regarding psammophilous plants may
help to determine the role of each mechanism and whether a combination of the two is plausible.

For the parameters used here, model I predicts that the psammophilous plant cover can reach the criti-
cal value for sand drift shading, while model II predicts that their fraction of cover is very small. According
to each model, there are climate conditions under which the steady state picture is not affected by psam-
mophilous plant cover as an additional dynamical variable in the model. For example, under a low wind drift
potential and a high precipitation rate, regular vegetation is the dominant cover type, and the BSC and the
psammophilous plants may be ignored. Under extremely dry conditions, p < 50 mm/year, and a low wind
drift potential, the BSC will be the dominant cover type, and both regular vegetation and psammophilous
plants may be ignored. Under an extremely high wind drift potential, the dunes will be fully active without
any surface cover. Psammophilous plants may be the dominant cover type under a sufficiently high precip-
itation rate (p > 50 mm/year) and a strong wind drift potential (the definition of strong depends on the
model (I or II) and the parameters).

While some of the cover types can be ignored in the steady state, they can still greatly influence the dynam-
ics leading to a steady state. In accordance with the common view [Danin, 1996; Li et al., 1992, 1997; Zhang
et al., 2005; Maun, 2009], we showed that the model predicts that starting from a bare dune state, psam-
mophilous plants may be the first to grow, reducing the sand drift and thus enabling the growth of regular
vegetation, which eventually dominates and stabilizes the dunes. This, however, is not always the case as
our model predicts that under different climate conditions (wind drift potential), the regular vegetation and
psammophilous plants grow equally at first, cooperating in reducing the sand drift, followed by a faster
growth of the regular vegetation, which eventually dominates and stabilizes the dunes.

Our preliminary numerical results suggest the possibility of a Hopf bifurcation leading to the oscillatory
behavior of the different cover types. This behavior and its relevance to observations, as well as the incor-
poration of spatial effects in the model, as was done in Yizhaq et al. [2013], are left for future research. In
addition, we plan to use this model and its extensions to study the response of sand dunes to different sce-
narios of climate change. We believe that the results of this model, including the complex dynamics and the
tristability, may be relevant for many other models of population dynamics.
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