Genericity

Much of our knowledge about the world is expressed in sentences such as


1. A raven is black.

2. Birds lay eggs.

3. The tiger has stripes.

4. Mary smokes.

These are examples of generics. 

Generics can come in many syntactic forms: (1) involves the indefinite singular noun phrase a raven, (2) contains the bare plural noun birds, and the subject of (3) is the definite singular noun phrase the tiger, whereas that of (4) is the name Mary. All these forms can have nongeneric uses as well. Indeed, there does not seem to be any sentence form that is unique to generics; what characterizes them is their meaning. Intuitively, the above sentences seem to express some sort of generalization, about ravens, birds, tigers, and Mary. Yet it is far from clear exactly what generics mean. What does it mean to say that some generalization holds?

Possibly the first hypothesis that comes to mind is that generics express some sort of quantification. A raven is black, for example, could be taken to mean that a certain number of ravens are black. But how many? What is the generic quantifier? It cannot be every, because A raven is black is true despite the existence of albino ravens. It cannot be most, since Birds lay eggs is true despite the fact that fewer than half of all birds lay eggs (adult females only). The problem is even harder with Mary smokes, because it is quite unclear how often Mary has to smoke in order for the sentence to be true. 

Faced with the diversity of interpretations of generics, researchers have taken two general approaches. The first attempts to define the quantifier in such a way that its nature, possibly in conjunction with context, intonation, and world knowledge, may account for all the interpretations of generics. For example, one could still maintain that the generic quantifier is most, and propose that to determine the truth or falsity of Birds lay eggs, only female birds need to be considered. Since most female birds lay eggs, the sentence is true. An alternative approach denies that there is any quantification involved. Rather, generics are evaluated with respect to rules and regulations. For example, A raven is black is true not because of the properties of individual ravens, but because there is a (biological) rule stating that ravens are black.

Perhaps one of the difficulties in determining whether generics are quantificational is that generics are lawlike; they cannot express accidental generalizations. For example, even if it turned out that all Supreme Court judges had an even Social Security number, the generic Supreme Court judges have an even Social Security number would be odd. Contrast this with Supreme Court judges are appointed by the President, which is fine. Intuitively, this is because there is a law stating that Supreme Court judges must be appointed by the President, but no law governs their Social Security number. 

To account for lawlikeness, some researchers treat it as a form of necessity. According to standard accounts of necessity, a necessary statement is not merely true in the actual world, but in all possible worlds. That is to say, there are any number of ways the world could have been different from the way it actually is; but in all such hypothetical situations, a necessary statement would still be true. The idea is, then, that a lawlike statement is true in “sufficiently many” possible worlds. 

Indeed, it seems that the truth or falsity of a generic does not depend on specific events in the actual world. In the sentence A computer computes the daily weather forecast, for example, the daily weather forecast cannot be taken to refer to the current weather forecast. For example, if we know that today’s forecast predicts a blizzard and is the main news item, we still cannot change the above sentence to A computer computes the main news item. Yet, if the daily weather forecast did refer to the current weather forecast, this last statement should be true.


However, although generics do not seem to depend on specific events in the actual world, their interpretation nevertheless depends on real-world circumstances. Suppose the weather report is Mary’s favorite newspaper column. Although the world could well have been such that Mary would have no interest in the weather forecast, we may still truthfully say that A computer computes Mary’s favorite newspaper column.


Thus, the truth or falsity of the generic statement A computer computes the daily weather forecast depends on the actual world, rather than what may be the case in hypothetical circumstances, but the interpretation apparently cannot be tied to a specific point in time.


To account for this aspect of genericity, some theories propose to restrict the possible worlds applicable to interpretation only to those that are normal, or those that are close to the actual world in terms of its essential properties. Such theories have to face the problem of defining normality or essence in such a way that a world in which, say, Mary is not interested in the weather, is not included in this definition.

Alternatively, it has been proposed that generics are evaluated with respect to a variety of possible futures (e.g., that tomorrow the weather forecast may not be the main news item) but not with respect to alternatives to the world as it actually is (e.g., that Mary might not ever have been interested in the weather forecast).

It is probably evident from this discussion that, despite much progress, generics remain a puzzling and deeply contested phenomenon, with many questions and few widely accepted answers. In fact, one of the interesting, and, so far, unanswered questions, is this: if it is so difficult to define what generics actually mean, why do we use them so often? 

Ariel Cohen
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